On the equation $A \nabla u + (\nabla u)^t A = G$
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**Abstract**

Let $\Omega \subset \mathbb{R}^n$ be an open set, $A \in \mathbb{R}^{n \times n}$ and $G : \Omega \to \mathbb{R}^{n \times n}$ be given. We look for a solution $u : \Omega \to \mathbb{R}^n$ of the equation

$$A \nabla u + (\nabla u)^t A = G.$$

We also study the associated Dirichlet problem.

1. Introduction

Given $\Omega \subset \mathbb{R}^n$ an open set, $G : \Omega \to \mathbb{R}^{n \times n}$ and $A \in \mathbb{R}^{n \times n}$, we wish to find $u : \Omega \to \mathbb{R}^n$ verifying

$$A \nabla u + (\nabla u)^t A = G \quad \text{in } \Omega$$

sometimes coupled with

- either Dirichlet data, i.e. $u = u_0$ on $\partial \Omega$ (replacing $G$ by $G - A \nabla u_0 - (\nabla u_0)^t A$ we can and will always assume that $u_0 = 0$)
- or Cauchy data

$$u(x_0) = c_0 \quad \text{and} \quad \nabla u(x_0) = C_0,$$

where $(x_0, c_0, C_0) \in \Omega \times \mathbb{R}^n \times \mathbb{R}^{n \times n}$ are given and satisfy the natural condition

$$AC_0 + C_0^t A = A \nabla u(x_0) + (\nabla u(x_0))^t A = G(x_0).$$

Observe immediately that the Cauchy problem follows at once from the unconstrained problem. Indeed first find a solution $v$ of the unconstrained problem $A \nabla v + (\nabla v)^t A = G$ and then recover a solution of the Cauchy problem by setting

$$u(x) = v(x) + (C_0 - \nabla v(x_0))(x - x_0) + c_0 - v(x_0).$$
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This equation has been much studied when $A = I$ (or more generally $A$ is symmetric and invertible) or when $A$ is skew-symmetric and invertible (in this case the dimension $n$ must be even). Setting $v = Au$ the equation, when $A$ is symmetric, becomes
\[ \nabla v + (\nabla v)^t = G \]
(i.e. the symmetrized gradient is prescribed, see, for example, [1–3,11]), while, when $A$ is skew-symmetric, the equation is
\[ \nabla v - (\nabla v)^t = G \]
or, by abuse of notations, $\text{curl } v = G$; in other words the problem is then reduced to the classical Poincaré lemma for 1-forms (see, for example, [4]). The first case is more elementary, notably from the point of view of regularity, which is straightforward, and uniqueness (the solution being unique up to an affine map whose gradient is a constant skew-symmetric matrix). The case of Poincaré lemma is more involved, the existence and regularity being a consequence of Hodge decomposition and of elliptic regularity; the solution being unique, in this case, up to a gradient of a scalar function. Both problems arise in various areas of physics; for example in elasticity when $A$ is symmetric while when $A$ is skew symmetric in problems involving the divergence or the curl operators.

The main features of the present article, with respect to the classical studies, are the following. We do not assume, in general, that the matrix $A$ is invertible and we also consider the case where $A$ is neither symmetric, nor skew-symmetric. We also study problems for general domains, not necessarily simply connected, as well as Dirichlet problems in general domains. Although we deal here only with $C^r$ and $C^{r,\alpha}$ spaces, our analysis carries over in a straightforward way to the Sobolev setting.

We end this introduction with an observation that will not be explicitly used in the following developments, but may shed a different light on our analysis. We recall (see [6]) that the operator $\mathcal{L}$ defined by
\[ \mathcal{L}u = A \nabla u + (\nabla u)^t A \]
is elliptic if, for every $\xi \in \mathbb{R}^n \setminus \{0\}$, the system of algebraic equations
\[ \mathcal{A}(\lambda, \xi) = (A \lambda) \otimes \xi + \xi \otimes (A^t \lambda) = 0 \]
has $\lambda = 0 \in \mathbb{R}^n$ as the only solution. It is then easy to see that $\mathcal{L}$ is elliptic if and only if the symmetric part of $A$, denoted $A_s$, is invertible. In particular if $A$ is skew-symmetric, then $\mathcal{L}$ is not elliptic.

2. Preliminaries

2.1. General notations

We will use the following notations in this article (see [4] for more details.).

(i) Let $n \in \mathbb{N}$ and let $A \in \mathbb{R}^{n \times n}$ be the set of $(n \times n)$-matrices with real entries.
- For every $i, j = 1, \ldots, n$, $A^{ij}$ denotes the $(i, j)$th element of $A$. Furthermore, we write $A^{i,*}$ and $A^{*j}$ to denote the $i$th row and $j$th column of $A$ respectively.
- We write $\mathbb{R}^{n\times n}_s$ and $\mathbb{R}^{n\times n}_a$ for the set of symmetric and skew-symmetric $(n \times n)$-matrices, respectively. Accordingly $A_s$ and $A_a$ denote, respectively, the symmetric and skew-symmetric parts of $A$, namely
  \[ A_s = \frac{1}{2} (A + A^t) \quad \text{and} \quad A_a = \frac{1}{2} (A - A^t) . \]

(ii) For $a, b \in \mathbb{R}^n$, we denote the tensor product of $a$ and $b$ by $a \otimes b \in \mathbb{R}^{n \times n}$. Note that, for every $A \in \mathbb{R}^{n \times n}$ and $a, b, c \in \mathbb{R}^n$, the following relations are easy to verify
  \[ (b \otimes a) = (a \otimes b)^t, \quad (a \otimes b) c = \langle b; c \rangle a, \quad A (b \otimes c) = (A b) \otimes c, \quad (b \otimes c) A = b \otimes (A^t c) . \]
Moreover, we define the wedge product of \( a \) and \( b \), denoted by \( a \wedge b \), as

\[
a \wedge b = a \otimes b - b \otimes a.
\]

(iii) In the sequel \( \{e_1, \ldots, e_n\} \) will denote the standard Euclidean basis.

(iv) Let \( m \in \mathbb{N} \) and \( n = 2m \). We let \( J_m \) (or simply \( J \) when there is no scope of confusion) be the standard symplectic matrix, namely \( J_m \) is a skew-symmetric \((n \times n)\)-matrix defined as

\[
J_m = \text{diag}
\begin{pmatrix}
0 & 1 \\
-1 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & -1 & 0
\end{pmatrix}_{m \text{-times}}.
\]

(v) We write partial differentiation with respect to \( x_i, i = 1, \ldots, n \), of a function \( f \) as

\[
\partial_i f = \frac{\partial f}{\partial x_i}.
\]

(vi) Let \( \Omega \subset \mathbb{R}^n \) be open and \( \omega : \Omega \to \mathbb{R}^n \) be a differentiable vector field. We define

\[
d\omega = \sum_{k=1}^n \partial_k \omega^k \quad \text{and} \quad \text{curl } \omega = \nabla \omega - (\nabla \omega)^t = (\partial_j \omega^i - \partial_i \omega^j)_{1 \leq i,j \leq n}.
\]

Furthermore, on identifying \( \omega \) with a differential 1-form, \( \text{curl } \omega \) can be identified, up to a change of sign, with the exterior derivative \( d\omega \), where

\[
d\omega = \sum_{1 \leq i < j \leq n} (\partial_i \omega^j - \partial_j \omega^i) \, dx^i \wedge dx^j \in \Lambda^2 (\mathbb{R}^n) \sim \mathbb{R}^{n(n-1)/2}.
\]

(vii) Let \( \Omega \subset \mathbb{R}^n \) be open, bounded and smooth. For every \( x \in \partial \Omega \), \( \nu(x) \) denotes the outward unit normal at \( x \) and, when there is no ambiguity, we write only \( \nu \).

(viii) Let \( \Omega \subset \mathbb{R}^n \) be open, bounded and smooth. We define the sets of \textit{harmonic forms} with vanishing tangential and normal parts, respectively as

\[
\mathcal{H}_T (\Omega; \mathbb{R}^n) = \{ \omega \in C^\infty (\overline{\Omega}; \mathbb{R}^n) : \text{curl } \omega = 0, \text{div } \omega = 0, \nu \wedge \omega = 0 \text{ on } \partial \Omega \}
\]

\[
\mathcal{H}_N (\Omega; \mathbb{R}^n) = \{ \omega \in C^\infty (\overline{\Omega}; \mathbb{R}^n) : \text{curl } \omega = 0, \text{div } \omega = 0, \langle \nu; \omega \rangle = 0 \text{ on } \partial \Omega \}.
\]

Note that, if \( \Omega \) is simply connected \( \mathcal{H}_T (\Omega; \mathbb{R}^n) = \mathcal{H}_N (\Omega; \mathbb{R}^n) = \{0\} \).

2.2. On the equation \( \nabla u = F \)

\textbf{Theorem 1.} Let \( r, N \geq 0 \) and \( n \geq 2 \) be integers. Let \( \Omega \subset \mathbb{R}^n \) be open, bounded, connected and smooth. Let \( F = (F_{ij})_{1 \leq i,j \leq n} \in C^r (\overline{\Omega}; \mathbb{R}^{n \times n}) \) and \( \{a_1, \ldots, a_N\} \subset \mathbb{R}^n \) be linearly independent. Then there exists \( u \in C^{r+1} (\overline{\Omega}; \mathbb{R}^n) \) satisfying, in \( \Omega \),

\[
\nabla u = F \quad \text{and} \quad \langle u; a_1 \rangle = \cdots = \langle u; a_N \rangle = 0
\]

if and only if

(i) in \( \Omega \) and for every \( i, j, k = 1, \ldots, n \),

\[
\text{curl } F_{{ij}} = 0 \quad \text{i.e.} \quad \partial_j F_{{ik}} - \partial_k F_{{ij}} = 0
\]

(ii) for every \( i = 1, \ldots, n \) and for every \( \chi \in \mathcal{H}_N (\Omega; \mathbb{R}^n) \)

\[
\int_{\Omega} \langle F_{{i*}}; \chi \rangle = 0 \quad \text{i.e.} \quad \sum_{j=1}^n \int_{\Omega} F_{{ij}} \chi^j = 0
\]
(iii) for every $k = 1, \ldots, N$ and $x \in \Omega$

\[(F(x))^t a_k = 0.\]

Moreover, the solution of (1) is unique, up to a constant $c \in \mathbb{R}^n$ verifying

\[\langle c; a_1 \rangle = \cdots = \langle c; a_N \rangle = 0.\]

**Proof.** If $N = 0$, the result is standard (see, for example, Theorem 8.3 in [4] applied component by component). When $N \geq 1$, the theorem follows at once from the combination of the case $N = 0$ and (iii). □

We next turn to the Dirichlet problem.

**Theorem 2.** Let $r, N \geq 0$ and $n \geq 2$ be integers. Let $\Omega \subset \mathbb{R}^n$ be open, bounded, connected and smooth. Let $F = (F^{ij})_{1 \leq i,j \leq n} \in C^r(\Omega; \mathbb{R}^{n \times n})$, $g \in C^{r+1}(\partial \Omega; \mathbb{R}^n)$ and $\{a_1, \ldots, a_N\} \subset \mathbb{R}^n$ be linearly independent. There exists $u \in C^{r+1}(\Omega; \mathbb{R}^n)$ satisfying

\[
\begin{align*}
\nabla u &= F \quad \text{in } \Omega \\
\langle u; a_1 \rangle = \cdots = \langle u; a_N \rangle &= 0 \quad \text{in } \Omega \\
u &= g \quad \text{on } \partial \Omega 
\end{align*}
\]

if and only if

(i) in $\Omega$ and for every $i, j, k = 1, \ldots, n$,

\[\text{curl } F^{i,*} = 0 \text{ in } \Omega \quad \text{i.e.} \quad \partial_j F^{ik} - \partial_k F^{ij} = 0\]

(ii) on $\partial \Omega$ and for every $i, j, k = 1, \ldots, n$,

\[\langle (F - \nabla g)^i \nu^j - (F - \nabla g)^{ij} \nu^k \rangle = 0\]

(iii) for every $i = 1, \ldots, n$ and for every $\chi \in \mathcal{H}_T(\Omega; \mathbb{R}^n)$,

\[\int_{\Omega} \langle F^{i,*}; \chi \rangle = \int_{\partial \Omega} g^i \langle \nu; \chi \rangle \quad \text{i.e.} \quad \sum_{j=1}^n \int_{\Omega} F^{ij} \chi^j = \int_{\partial \Omega} g^i \langle \nu; \chi \rangle\]

(iv) on $\partial \Omega$

\[\langle g; a_1 \rangle = \cdots = \langle g; a_N \rangle = 0\]

(v) for every $k = 1, \ldots, N$ and $x \in \Omega$,

\[(F(x))^t a_k = 0.\]

Moreover, the solution of (2) is unique.

**Proof.** If $N = 0$, the theorem follows from standard results (see, for example, Theorem 8.16 in [4] applied component by component); while if $N \geq 1$, the result easily follows from the case $N = 0$ and from (v). □

3. The symmetric case

3.1. Preliminaries and notations

The following form will play a crucial role in the subsequent discussion.

**Notation 3.** Let $\Omega \subset \mathbb{R}^n$ be open, bounded, connected and smooth, $r \geq 1$ be an integer and $G \in C^r(\Omega; \mathbb{R}^{n \times n})$. For every $i, j, k = 1, \ldots, n$, we define

\[M^{ij}_k = \partial_j G^{ik} - \partial_i G^{jk}.\]
Furthermore, for every $i, j, k = 1, \ldots, n$, let $M^{ij} \in C^{r-1}(\overline{\Omega}; \mathbb{R}^n)$ and $M_k \in C^{r-1}(\overline{\Omega}; \mathbb{R}^{n \times n})$ be defined as

$$(M^{ij})^k = (M_k)^{ij} = M_k^{ij}.$$ 

**Remark 4.** Note that $M_k$ is skew-symmetric. Observe also that

$$\text{curl } M^{ij} = 0 \quad \text{for every } i, j = 1, \ldots, n,$$

means that, for every $i, j, k, l = 1, \ldots, n$,

$$\partial_l M_k^{ij} - \partial_k M_l^{ij} = \partial_j G^{ik} - \partial_i G^{jk} + \partial_i G^{jl} - \partial_j G^{il} = 0.$$

The following definition will be useful to handle domains that are not simply connected.

**Definition 5 (Dirichlet and Neumann Potentials).** Let $r$ be an integer, $0 < \alpha < 1$, $\Omega \subset \mathbb{R}^n$ be open, bounded and smooth and $f \in C^{r, \alpha}(\overline{\Omega})$. We write $\mathcal{D}(f)$, $\mathcal{N}(f) \in C^{r+2, \alpha}(\overline{\Omega})$ to denote the Dirichlet and Neumann potentials of $f$ respectively. In other words,

$$\begin{cases}
\Delta [\mathcal{D}(f)] = f & \text{in } \Omega \\
\mathcal{D}(f) = 0 & \text{on } \partial \Omega
\end{cases}$$

and

$$\begin{cases}
\Delta [\mathcal{N}(f)] = f - \frac{1}{\text{meas } \Omega} \int_{\Omega} f & \text{in } \Omega \\
\partial_\nu \mathcal{N}(f) = 0 & \text{on } \partial \Omega \\
\int_{\Omega} [\mathcal{N}(f)] = 0
\end{cases}$$

where $\partial_\nu [\cdot]$ denotes the normal derivative. One defines Dirichlet and Neumann potentials of a vector field componentwise.

The following selection principle will help us construct solutions in the singular case.

**Lemma 6.** Let $r$ be an integer, $\Omega \subset \mathbb{R}^n$ be open and $A \in \mathbb{R}^{n \times n}$. Let $v \in C^r(\overline{\Omega}; \mathbb{R}^n)$ satisfy $v(\Omega) \subset \text{im } A$. Then there exists $u \in C^r(\overline{\Omega}; \mathbb{R}^n)$ satisfying

$$v = Au \quad \text{in } \overline{\Omega}.$$ 

Furthermore,

(i) $u = 0$ on $\partial \Omega$, if $v = 0$ on $\partial \Omega$.

(ii) For $(x_0, c_0, C_0) \in \Omega \times \mathbb{R}^n \times \mathbb{R}^{n \times n}$, if $v(x_0) = A c_0$ and $\nabla v(x_0) = A C_0$, then

$$u(x_0) = c_0 \quad \text{and} \quad \nabla u(x_0) = C_0.$$ 

**Proof.** We assume that $A \neq 0$. We first find invertible $P, Q \in \mathbb{R}^{n \times n}$ such that $A = PD_m Q$, where $m = \text{rank } A$ and $D_m \in \mathbb{R}^{n \times n}$ is given by

$$D_m = \text{diag}(1, \ldots, 1, 0, \ldots, 0).$$

It is then easy to see that it is enough to prove the lemma for $A = D_m$. We define $u = (u^1, \ldots, u^n) \in C^r(\overline{\Omega}; \mathbb{R}^n)$ by

$$w^j = \begin{cases}
  v^j & \text{if } 1 \leq j \leq m \\
  0 & \text{if } m < j \leq n.
\end{cases}$$

Clearly $v = Au$ and $u$ satisfies the extra statements (i) and (ii).
We will also need the following algebraic lemma.

**Lemma 7.** Let \( A \in \mathbb{R}^{n \times n} \) be symmetric and let \( \nu \in \mathbb{R}^n \) with \( |\nu| = 1 \). The two following conditions are then equivalent

\[
\begin{align*}
(i) & \\
& A = (A \nu) \otimes \nu + \nu \otimes (A \nu) - (A \nu; \nu) \nu \otimes \nu \\
(ii) & \\
& (A_{ik} \nu^j - A_{jk} \nu^i) \nu^l = (A_{il} \nu^j - A_{jl} \nu^i) \nu^k, \quad \text{for every } i, j, k, l = 1, \ldots, n.
\end{align*}
\]

**Proof.** Step 1: (i) \( \Rightarrow \) (ii). By hypothesis we have, for every \( k = 1, \ldots, n \),

\[ A e_k = \nu^k (A \nu) + (A \nu; e_k) \nu - \nu^k (A \nu; \nu) \nu. \]

Therefore

\[ A e_k \wedge \nu = (A \nu \wedge \nu) \nu^k, \quad \text{for every } k = 1, \ldots, n, \]

which implies that

\[ (A e_k \wedge \nu) \nu^l = (A \nu \wedge \nu) \nu^k \nu^l = (A e_l \wedge \nu) \nu^k, \quad \text{for every } k, l = 1, \ldots, n, \]

from where the lemma follows.

Step 2: (ii) \( \Rightarrow \) (i). Conversely assume that, for every \( i, j, k, l = 1, \ldots, n \),

\[ (A_{ik} \nu^j - A_{jk} \nu^i) \nu^l = (A_{il} \nu^j - A_{jl} \nu^i) \nu^k. \]

Then, for every \( j, k = 1, \ldots, n \),

\[ \sum_{i, l=1}^n (A_{ik} \nu^j - A_{jk} \nu^i) \nu^l \nu^i = \sum_{i, l=1}^n (A_{il} \nu^j - A_{jl} \nu^i) \nu^k \nu^l \nu^i. \]

Since \( A \) is symmetric, we infer that, for every \( j, k = 1, \ldots, n \),

\[ (A \nu)^k \nu^j - A_{jk}^i = (A \nu; \nu) \nu^j \nu^k - (A \nu)^j \nu^k \]

which is exactly our claim. ■

### 3.2. The unconstrained problem

**Theorem 8.** Let \( n, r \geq 2 \) be integers, \( \Omega \subset \mathbb{R}^n \) be open, bounded, connected and smooth. Let \( A \in \mathbb{R}^{n \times n} \) be symmetric and \( G \in C^r (\overline{\Omega}; \mathbb{R}^{n \times n}) \).

Part 1 (existence). The following statements are equivalent.

(i) There exists \( u \in C^{r+1} (\overline{\Omega}; \mathbb{R}^n) \) satisfying

\[ A \nabla u + (\nabla u)^t A = G \quad \text{in } \Omega. \]  \hfill (3)

(ii) The following properties hold.

- \( G \) is symmetric,

\[ \langle G (x) a; a' \rangle = 0 \quad \text{for every } x \in \Omega \text{ and for every } a, a' \in \ker A \]  \hfill (4)

- in \( \Omega \) and for every \( i, j, k, l = 1, \ldots, n \)

\[ \text{curl } M^{ij} = 0 \quad \text{i.e.} \quad \partial_{jl} G^{ik} - \partial_{il} G^{jk} + \partial_{ik} G^{jl} - \partial_{jk} G^{il} = 0 \]  \hfill (5)
in \( \Omega \) and for every \( a \in \ker A \) and \( i, k = 1, \ldots, n \)
\[
[\partial_k G - M_k] a = 0 \quad \text{i.e.} \quad \sum_{j=1}^{n} [\partial_k G^{ij} - \partial_j G^{ik} + \partial_i G^{jk}] a^j = 0
\]  
(6)

for every \( \chi \in \mathcal{H}_N(\Omega; \mathbb{R}^n) \)
\[
\int_{\Omega} \langle M^{ij}; \chi \rangle = \sum_{k=1}^{n} \int_{\Omega} (\partial_j G^{ik} - \partial_i G^{jk}) \chi^k = 0, \quad \text{for every } i, j = 1, \ldots, n
\]  
(7)

\[
\sum_{j=1}^{n} \int_{\Omega} \left[ \langle M^{ij}; \nabla [N(\chi)] \rangle - G^{ij} \chi^j \right] = 0, \quad \text{for every } i = 1, \ldots, n.
\]  
(8)

Part 2 (uniqueness). If \( A \) is invertible, then the solution is unique up to an affine map of the form

\[
u(x) = C x + c \quad \text{with } AC + C^t A = 0.
\]

Remark 9. (i) Eq. (3) may not have unique solution (up to an affine map) if \( A \) is not invertible. To see this, choose \( A = \text{diag} (1, 0) \) and \( G = 0 \), so that the equation becomes

\[
A \nabla u + (\nabla u)^t A = \begin{pmatrix} 2 \partial_1 u^1 & \partial_2 u^1 \\ \partial_2 u^1 & 0 \end{pmatrix} = G = 0.
\]

This implies that \( u^1 \) is constant. However \( u^2 \) is free; thus the non-uniqueness.

(ii) When \( A \) is invertible, see Proposition 2.8 in [11] for related results.

As an immediate corollary, we have the following standard result, see [1,3] and references therein.

Corollary 10. Let \( n, r \geq 2 \) be integers, \( \Omega \subset \mathbb{R}^n \) be open, bounded, simply connected and smooth. Let \( G \in C^r(\Omega; \mathbb{R}^n \times \mathbb{R}^n) \). There exists \( u \in C^{r+1}(\Omega; \mathbb{R}^n) \) satisfying

\[
\nabla u + (\nabla u)^t = G \quad \text{in } \Omega
\]

if and only if \( G \) is symmetric and

\[
\text{curl } M^{ij} = 0 \quad \text{in } \Omega \quad \text{and for every } i, j = 1, \ldots, n.
\]

Moreover, the solution of (9) is unique up to an affine map of the form

\[
u(x) = C x + c \quad \text{with } C + C^t = 0.
\]

Proof of Theorem 8. Step 1 (Necessity). Let \( u \in C^{r+1}(\Omega; \mathbb{R}^n) \) satisfy (3). Then \( v = A u \) verifies

\[
\left[ \nabla v + (\nabla v)^t = G \right] \quad \text{and} \quad \langle v; a \rangle = 0 \quad \text{for every } a \in \ker A.
\]

(10)

Clearly \( G \) must be symmetric and (4) holds. We then prove the other statements.

Step 1.1 (proof of (5)). Note that, for every \( i, j, k = 1, \ldots, n \) and in \( \Omega \),
\[
M^{ij}_k = \partial_j G^{ik} - \partial_i G^{jk} = \partial_j (\partial_k v^i + \partial_i v^k) - \partial_i (\partial_j v^i + \partial_j v^k) = \partial_k (\partial_j v^i - \partial_i v^j).
\]

(11)

It immediately follows that, for every \( i, j, k, l = 1, \ldots, n \) and in \( \Omega \),
\[
\partial_i M^{ij}_k = \partial_k M^{ij}_i \quad \text{i.e.} \quad \text{curl } M^{ij} = 0.
\]
Step 1.2 (proof of (6)). Using the second statement in (10), we infer that, for every \(a \in \ker A\), \((\nabla v)^t a = 0\) and, since \(\nabla v + (\nabla v)^t = G\), we obtain

\[
0 = (\nabla v)^t a = (G - \nabla v) a \quad \text{in } \Omega.
\]

Hence, for every \(k = 1, \ldots, n\) and for every \(a \in \ker A\),

\[
(\partial_k G) a = (\partial_k (\nabla v)) a \quad \text{in } \Omega.
\]

Therefore, it follows from (12) and (13) that, for every \(i, k\)

\[
\langle M_k a; e_i \rangle = \sum_{j=1}^n M_k^{ij} a^j = \sum_{j=1}^n [\partial_k (\partial_j v^i - \partial_i v^j)] a^j \quad \text{in } \Omega.
\]

Step 1.3 (proof of (7)). It follows from (11) that, for every \(i, j = 1, \ldots, n\) and \(\chi \in H_N(\Omega; \mathbb{R}^n)\),

\[
\int_\Omega \langle \mathbf{M}^{ij}; \chi \rangle = \sum_{k=1}^n \int_\Omega \partial_k (\partial_j v^i - \partial_i v^j) \chi^k
\]

\[
= -\int_\Omega (\partial_j v^i - \partial_i v^j) \mathrm{div} \chi + \int_\partial_\Omega (\partial_j v^i - \partial_i v^j) \langle \chi; \nu \rangle = 0.
\]

Step 1.4 (proof of (8)). We first observe that if \(\chi = (\chi^j)_{1 \leq j \leq n} \in H_N(\Omega; \mathbb{R}^n)\), then

\[
\int_\Omega \chi^j = \int_\Omega \langle \chi; \nabla (x_j) \rangle = 0 \quad \text{for every } j = 1, \ldots, n.
\]

This implies that

\[
\Delta [\mathcal{N} (\chi^j)] = \chi^j \quad \text{for every } j = 1, \ldots, n.
\]

We now show (8). Note that, using (11) and after integration by parts, we obtain, for every \(i = 1, \ldots, n\) and \(\chi \in H_N(\Omega; \mathbb{R}^n)\),

\[
\sum_{j=1}^n \int_\Omega \langle \mathbf{M}^{ij}; \nabla [\mathcal{N} (\chi^j)] \rangle = \sum_{j,k=1}^n \int_\Omega \partial_k (\partial_j v^i - \partial_i v^j) \partial_k [\mathcal{N} (\chi^j)]
\]

\[
= -\sum_{j=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \Delta [\mathcal{N} (\chi^j)]
\]

\[
+ \sum_{j,k=1}^n \int_\partial_\Omega (\partial_j v^i - \partial_i v^j) \partial_k [\mathcal{N} (\chi^j)] v^k
\]

and thus

\[
\sum_{j=1}^n \int_\Omega \langle \mathbf{M}^{ij}; \nabla [\mathcal{N} (\chi^j)] \rangle = -\sum_{j=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \chi^j.
\]

Since, for every \(i = 1, \ldots, n\) and \(\chi \in H_N(\Omega; \mathbb{R}^n)\),

\[
\sum_{j=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \chi^j + \sum_{j=1}^n \int_\Omega G^{ij} \chi^j = 2 \sum_{j=1}^n \int_\Omega \partial_j v^i \chi^j = -2 \int_\Omega (\mathrm{div} \chi) v^i + 2 \int_{\partial_\Omega} v^i \langle \chi; \nu \rangle = 0
\]

we have that (8) follows from (14).
Step 2 (Sufficiency). Let \( \{a_1, \ldots, a_N\} \subset \mathbb{R}^n \) be linearly independent such that

\[
\ker A = \text{span} \{a_1, \ldots, a_N\}.
\]

Step 2.1. Let \( x_0 \in \Omega \). Note that (4) (i.e. \( \langle G(x_0); a' \rangle = 0 \)) coupled with Proposition 33 guarantees that there exists \( C_0 \in \mathbb{R}^{n \times n} \) verifying

\[
AC_0 + C_0' A = G(x_0).
\]

Step 2.2. For every \( i, j = 1, \ldots, n \), we use the vector valued version (see, for example, Theorem 8.3 in [4]) of Theorem 1 (with \( N = 0 \)) to find \( \Phi \in C^r(\overline{\Omega}; \mathbb{R}^{n \times n}) \) solving

\[
\nabla \Phi^{ij} = M^{ij} \quad \text{in} \ \Omega; \tag{15}
\]

this is possible in view of (5) and (7). Note that, since \( M^{ij}_k = -M^{ji}_k \), we can choose \( \Phi \) to be skew-symmetric and thus we have that

\[
\Phi^t = -\Phi \quad \text{and} \quad \partial_k \Phi = M_k \quad \text{in} \ \Omega \ \text{and for every} \ k = 1, \ldots, n. \tag{16}
\]

We claim that

\[
[G(x) - \Phi(x)]a = [G(x_0) - \Phi(x_0)]a, \quad \text{for every} \ x \in \Omega, \ a \in \ker A. \tag{17}
\]

To see this, let \( a \in \ker A \) be fixed. It follows from (6) and (16) that, for every \( k = 1, \ldots, n \),

\[
[\partial_k (G - \Phi)]a = [(\partial_k G) - M_k]a = 0, \quad \text{in} \ \Omega
\]

and hence we obtain (17).

Step 2.3. Invoking again Theorem 1, we find \( v \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n) \) satisfying, in \( \Omega \),

\[
\begin{align*}
\nabla v = & \frac{1}{2} (G + \Phi) - \frac{1}{2} (G(x_0) + \Phi(x_0)) + AC_0 \\
\langle v; a_1 \rangle = & \cdots = \langle v; a_N \rangle = 0.
\end{align*} \tag{18}
\]

Let us now verify that the hypotheses of Theorem 1 indeed hold.

(i) By (16), for every \( i, j, k = 1, \ldots, n \), we have

\[
\partial_k (G^{ij} + \Phi^{ij}) = \partial_k G^{ij} + \partial_j G^{ik} - \partial_i G^{jk} = \partial_j G^{ik} + \partial_k G^{ij} - \partial_i G^{jk} = \partial_j (G^{ik} + \Phi^{ik}).
\]

(ii) Appealing to (8), (15), \( \int_\Omega \chi^j = 0 \) and after integration by parts, we get that, for every \( i = 1, \ldots, n \) and \( \chi \in \mathcal{H}_N(\Omega; \mathbb{R}^n) \),

\[
\sum_{j=1}^n \int_\Omega G^{ij} \chi^j = \sum_{j=1}^n \int_\Omega \langle M^{ij}; \nabla [N(\chi^j)] \rangle = \sum_{j=1}^n \int_\Omega \langle \nabla \Phi^{ij}; \nabla [N(\chi^j)] \rangle = -\sum_{j=1}^n \int_\Omega \Phi^{ij} \chi^j
\]

i.e.

\[
\int_\Omega (G + \Phi) \chi = 0, \quad \text{for every} \ \chi \in \mathcal{H}_N(\Omega; \mathbb{R}^n).
\]

Since \( \int_\Omega \chi = 0 \) for every \( \chi \in \mathcal{H}_N(\Omega; \mathbb{R}^n) \), we infer, invoking the previous identity, that

\[
\int_\Omega \left( \frac{1}{2} (G + \Phi) - \frac{1}{2} (G(x_0) + \Phi(x_0)) + AC_0 \right) \chi = 0, \quad \text{for every} \ \chi \in \mathcal{H}_N(\Omega; \mathbb{R}^n)
\]

as wished.

(iii) We finally have to show that for every \( k = 1, \ldots, N \) and \( x \in \Omega \)

\[
(F(x))^t a_k = 0 \quad \text{where} \quad F = \frac{1}{2} (G(x) + \Phi(x)) - \frac{1}{2} (G(x_0) + \Phi(x_0)) + AC_0.
\]
Using (16), (17) and the fact that $G$ is symmetric, we obtain, for every $k = 1, \ldots, N$ and $x \in \Omega$,

$$
(F(x))^t a_k = \left[\frac{1}{2} (G(x) + \Phi(x)) - \frac{1}{2} (G(x_0) + \Phi(x_0)) + A C_0 \right]^t a_k = C_0^t A a_k = 0.
$$

**Step 2.4.** In view of Step 2.1 and (18), we have just shown that, in $\Omega$,

$$
\nabla v + (\nabla v)^t = G \quad \text{and} \quad \langle v; a_1 \rangle = \cdots = \langle v; a_N \rangle = 0.
$$

**Step 2.5.** Finally, we appeal to Lemma 6 to find $u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n)$ such that

$$v = A u \quad \text{in} \ \Omega.
$$

Then, $u$ satisfies (3). When $A$ is invertible, the uniqueness of solution follows from Theorem 27. This finishes the proof. ■

### 3.3. The Dirichlet problem

**Theorem 11.** Let $n, r \geq 2$ be integers, $\Omega \subset \mathbb{R}^n$ be open, bounded, connected and smooth, $A \in \mathbb{R}^{n \times n}$ be symmetric and $G \in C^r(\overline{\Omega}; \mathbb{R}^{n \times n})$. The following statements are equivalent.

(i) There exists $u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n)$ satisfying

$$
\begin{cases}
A \nabla u + (\nabla u)^t A = G & \text{in} \ \Omega \\
u = 0 & \text{on} \ \partial \Omega
\end{cases}
$$

(ii) The following properties hold.

- $G$ is symmetric
- in $\Omega$ and for every $i, j, k, l = 1, \ldots, n$

$$
\text{curl} \ M^{ij} = 0 \quad \text{i.e.} \quad \partial_{jl} G^{ik} - \partial_{il} G^{jk} + \partial_{ik} G^{jl} - \partial_{jk} G^{il} = 0
$$

- in $\Omega$ and for every $a \in \ker A$ and $i, k = 1, \ldots, n$

$$
[\partial_k G - M_k] a = 0 \quad \text{i.e.} \quad \sum_{j=1}^n [\partial_k G^{ij} - \partial_j G^{ik} + \partial_i G^{jk}] a^j = 0
$$

- on $\partial \Omega$ and for every $i, j = 1, \ldots, n$

$$
G = (G^\nu \otimes \nu + \nu \otimes (G^\nu)) - (G^\nu \cdot \nu) \nu \otimes \nu \quad \text{i.e.} \quad G^{ik} \nu^i \nu^j - G^{ij} \nu^i \nu^k - G^{ji} \nu^i \nu^k = 0
$$

$$
\nabla \left( (G^\nu \wedge \nu)^{ij} \right) \wedge \nu = M^{ij} \wedge \nu
$$

- for every $\chi \in \mathcal{H}_T(\Omega; \mathbb{R}^n)$ and for every $i, j = 1, \ldots, n$,

$$
\int_{\Omega} \langle M^{ij}; \chi \rangle = \int_{\partial \Omega} (G^\nu \wedge \nu)^{ij} \langle \chi; \nu \rangle
$$

$$
\sum_{j=1}^n \int_{\Omega} \left[ M^{ij}; \nabla \left( D^j (\chi^j) \right) \right] - G^{ij} \chi^j = \sum_{j=1}^n \int_{\partial \Omega} (G^\nu \wedge \nu)^{ij} \partial_{\nu_j} \left[ D^j (\chi^j) \right].
$$

Furthermore, the solution of (19) is unique when $A$ is invertible.
Remark 12. (i) Obviously we can handle a general boundary datum \( u_0 \) on \( \partial \Omega \). It suffices to apply the theorem replacing \( G \) by \( G - A \nabla u_0 - (\nabla u_0)^t A \).

(ii) It is easy to see that if \( \text{supp} \, G \subset \subset \Omega \), then our construction gives that \( \text{supp} \, u \subset \subset \Omega \).

(iii) When \( \Omega \) is simply connected, \( \mathcal{H}_T(\Omega; \mathbb{R}^n) = \{0\} \). Therefore (24) and (25) are trivially satisfied in this case.

(iv) An easy computation shows that (24) is equivalent to

\[
\int_{\Omega} (G \nabla \chi - \nabla \chi G) = \int_{\partial \Omega} G \nu \wedge \chi - \int_{\partial \Omega} (G \nu \wedge \nu) \langle \chi; \nu \rangle, \quad \text{for every } \chi \in \mathcal{H}_T(\Omega; \mathbb{R}^n).
\]

Corollary 13. Let \( \Omega \subset \mathbb{R}^n \) be open, bounded, simply connected and smooth, \( r \geq 2 \) be an integer and \( G \in C^r(\overline{\Omega}; \mathbb{R}^{n \times n}) \). The following statements are equivalent.

(i) There exists \( u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n) \) satisfying

\[
\begin{aligned}
\nabla u + (\nabla u)^t &= G && \text{in } \Omega \\
u &= 0 && \text{on } \partial \Omega
\end{aligned}
\]

(ii) The following properties hold.

- \( G \) is symmetric
- \( G \) is in \( \Omega \) and for every \( i,j,k,l = 1, \ldots, n \)

\[
\partial_{ij}G^{jk} - \partial_{il}G^{jl} + \partial_{ik}G^{jl} - \partial_{jk}G^{il} = 0
\]

- on \( \partial \Omega \) and for every \( i,j,k,l = 1, \ldots, n \),

\[
G^{ik} \nu^j \nu^l - G^{jk} \nu^i \nu^l + G^{jl} \nu^i \nu^k - G^{il} \nu^j \nu^k = 0
\]

\[
\nabla \left( (G \nu \wedge \nu)^{ij} \right) \wedge \nu = M^{ij} \wedge \nu.
\]

Moreover, the solution of (26) is unique.

Proof of Theorem 11. Let \( \{a_1, \ldots, a_N\} \subset \mathbb{R}^n \) be linearly independent such that

\[
\ker A = \text{span} \{a_1, \ldots, a_N\}.
\]

Step 1 (Necessity). Let \( u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n) \) satisfy (19). Then, \( v = A u \) verifies

\[
\begin{aligned}
\nabla v + (\nabla v)^t &= G && \text{in } \Omega \\
\langle v; a_1 \rangle &= \cdots = \langle v; a_N \rangle = 0 && \text{in } \Omega \\
u &= 0 && \text{on } \partial \Omega.
\end{aligned}
\]

The fact that \( G \) is symmetric is obvious. Both (20) and (21) are established in Steps 1.1 and 1.2 of Theorem 8.

Step 1.1 (proof of (22)). Note that \( \nabla u = \alpha \otimes \nu \) on \( \partial \Omega \) for some \( \alpha \in C^r(\partial \Omega; \mathbb{R}^n) \) and hence

\[
G = A(\alpha \otimes \nu) + (\nu \otimes \alpha) A = (A \alpha) \otimes \nu + \nu \otimes (A \alpha) \quad \text{on } \partial \Omega.
\]

Therefore,

\[
G \nu = A \alpha + \langle A \alpha; \nu \rangle \nu \quad \text{on } \partial \Omega,
\]

which implies that \( \langle A \alpha; \nu \rangle = \langle G \nu; \nu \rangle / 2 \). It then follows from (29) that

\[
A \alpha = G \nu - \frac{1}{2} \langle G \nu; \nu \rangle \nu \quad \text{on } \partial \Omega.
\]
Thus, using (28), we have indeed proved (22).

Step 1.2 (proof of (23)). Using that $\nabla v = A \nabla u = (A \alpha) \otimes \nu$ on $\partial \Omega$ and (29) we note that
\[
\text{curl } v = \nabla v - (\nabla v)^t = (A \alpha) \otimes \nu - \nu \otimes (A \alpha) = (A \alpha) \wedge \nu = G \nu \wedge \nu \quad \text{on } \partial \Omega.
\] (30)

Therefore, for every $i,j,k,l = 1, \ldots, n$ and on $\partial \Omega$,
\[
\left[ \nabla \left( (G \nu \wedge \nu)^{ij} \right) \right]^{kl} = [\nabla ((\text{curl } v)^{ij})]^{kl} = \partial_k (\text{curl } v)^{ij} v^l - \partial_l (\text{curl } v)^{ij} v^k
\]
\[
= [\partial_k (\partial_j v^i - \partial_i v^j)] v^l - [\partial_l (\partial_j v^i - \partial_i v^j)] v^k
\]
\[
= [\partial_j v^i - \partial_i v^j] v^l - [\partial_i v^l - \partial_i v^j] v^k
\]
and thus
\[
\left[ \nabla \left( (G \nu \wedge \nu)^{ij} \right) \right]^{kl} = [\partial_i (\partial_j v^i + \partial_i v^j) - \partial_i (\partial_j v^i + \partial_i v^j)] v^l - [\partial_j (\partial_i v^i + \partial_i v^j) - \partial_i (\partial_i v^i + \partial_i v^j)] v^k
\]
\[
= (\partial_j G^{ik} - \partial_i G^{jk}) v^l - (\partial_i G^{il} - \partial_i G^{jl}) v^k = M_i^{ij} v^l - M_i^{ij} v^k = (M^{ij} \wedge \nu)^{kl}.
\]

Step 1.3 (proof of (24)). It follows from (11) and (30) that, for every $i,j = 1, \ldots, n$ and $\chi \in H_T(\Omega; \mathbb{R}^n)$,
\[
\int_\Omega \langle M^{ij}; \chi \rangle = \sum_{k=1}^n \int_\Omega (\partial_j G^{ik} - \partial_i G^{jk}) \chi^k = \sum_{k=1}^n \int_\Omega \partial_k (\partial_j v^i - \partial_i v^j) \chi^k
\]
\[
= -\int_\Omega (\partial_j v^i - \partial_i v^j) \text{div } \chi + \int_\Omega (\partial_j v^i - \partial_i v^j) \langle \chi; \nu \rangle = \int_{\partial \Omega} (G \nu \wedge \nu)^{ij} \langle \chi; \nu \rangle.
\]

Step 1.4 (proof of (25)). For every $i = 1, \ldots, n$ and $\chi \in H_T(\Omega; \mathbb{R}^n)$, using (11), we get
\[
\sum_{j=1}^n \int_\Omega \langle M^{ij}; \nabla [D(\chi^j)] \rangle
\]
\[
= \sum_{j,k=1}^n \int_\Omega (\partial_j G^{ik} - \partial_i G^{jk}) \partial_k [D(\chi^j)] = \sum_{j,k=1}^n \int_\Omega \partial_k (\partial_j v^i - \partial_i v^j) \partial_k [D(\chi^j)]
\]
\[
= -\sum_{j=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \Delta [D(\chi^j)] + \sum_{j,k=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \partial_k [D(\chi^j)] v^k
\]
and thus, appealing to (30),
\[
\sum_{j=1}^n \int_\Omega \langle M^{ij}; \nabla [D(\chi^j)] \rangle = -\sum_{j=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \chi^j + \sum_{j=1}^n \int_{\partial \Omega} (G \nu \wedge \nu)^{ij} \partial_i [D(\chi^j)].
\] (31)

Note that, for every $i = 1, \ldots, n$ and $\chi \in H_T(\Omega; \mathbb{R}^n)$,
\[
\sum_{j=1}^n \int_\Omega (\partial_j v^i - \partial_i v^j) \chi^j + \sum_{j=1}^n \int_\Omega G^{ij} \chi^j = 2 \sum_{j=1}^n \int_\Omega \partial_j v^i \chi^j = -2 \int_\Omega \text{(div } \chi) v^i = 0.
\]

Therefore, the claim follows from (31).

Step 2 (Sufficiency). We now prove the sufficiency of the conditions.

Step 2.1. For every $i,j = 1, \ldots, n$, we use Theorem 2 (with $N = 0$) to find $\Phi = (\phi^{ij})_{1 \leq i,j \leq n} \in C^\alpha(\overline{\Omega}; \mathbb{R}^{n \times n})$ solving
\[
\begin{cases}
\nabla \phi^{ij} = M^{ij} & \text{in } \Omega \\
\phi^{ij} = (G \nu \wedge \nu)^{ij} & \text{on } \partial \Omega
\end{cases}
\] (32)
That (32) is indeed solvable, follows from (20), (23) and (24). We next give some properties of \( \Phi \).

(i) Note that
\[
\Phi^t = -\Phi \quad \text{and} \quad \partial_k \Phi = M_k \quad \text{in } \Omega \text{ and for every } k = 1, \ldots, n.
\]  

(ii) Furthermore, using (22) and Lemma 7, for every \( i, j, k = 1, \ldots, n \) and on \( \partial \Omega \), we have
\[
\Phi^{ij} \nu^k = (G \nu \land \nu)^{ij} \nu^k = \sum_{l=1}^n \left[ G^{il} \nu^l - G^{jl} \nu^l \right] \nu^l \nu^k = \sum_{l=1}^n \left[ G^{ik} \nu^l - G^{jk} \nu^l \right] (\nu^l)^2
\]
and hence
\[
\Phi^{ij} \nu^k = G^{ik} \nu^j - G^{jk} \nu^i.
\]

(iii) We claim that
\[
\Phi a = Ga \quad \text{in } \Omega \text{ and for every } a \in \ker A.
\]
To see this, let \( a \in \ker A \) be fixed. It follows from (21) and (33) that, for every \( k = 1, \ldots, n \),
\[
\partial_k (G - \Phi) a = [\partial_k G - M_k] a = 0 \quad \text{in } \Omega.
\]
Therefore, for some \( c \in \mathbb{R}^n \),
\[
Ga - \Phi a = c \quad \text{in } \Omega.
\]

Note that, using (22), we get on \( \partial \Omega \)
\[
[G - \Phi] a = [(G \nu \land \nu) + (\nu \land G \nu) - \langle G \nu; \nu \rangle (\nu \land \nu) - (G \nu \land \nu)] a
\]
\[
= 2 (\nu \land G \nu) a - \langle G \nu; \nu \rangle (\nu \land \nu) a = 2 \langle G \nu; a \rangle \nu - \langle G \nu; \nu \rangle (\nu; a) \nu
\]
which implies that \( (Ga - \Phi a) \land \nu = 0 \) on \( \partial \Omega \), from where it follows that \( c = 0 \). This proves (35).

Step 2.2. Invoking Theorem 2, we find \( v \in C^{r+1} (\overline{\Omega}; \mathbb{R}^n) \) satisfying
\[
\begin{cases}
\nabla v = \frac{1}{2} (G + \Phi) & \text{in } \Omega \\
\langle v; a_1 \rangle = \cdots = \langle v; a_N \rangle = 0 & \text{in } \Omega \\
v = 0 & \text{on } \partial \Omega.
\end{cases}
\]

This is possible for the following reasons.

(i) By (32) and (34), for every \( i, j, k = 1, \ldots, n \),
\[
\partial_k (G^{ij} + \Phi^{ij}) = \partial_k G^{ij} + \partial_j G^{ik} - \partial_l G^{jk} = \partial_j G^{ik} + \partial_k G^{ij} - \partial_l G^{kj} = \partial_j (G^{ik} + \Phi^{ik}) \quad \text{in } \Omega
\]
\[
(G^{ij} + \Phi^{ij}) \nu^k = G^{ij} \nu^k + G^{ik} \nu^j - G^{jk} \nu^i = G^{ik} \nu^j + G^{ij} \nu^k - G^{kj} \nu^i = (G^{ik} + \Phi^{ik}) \nu^j \quad \text{on } \partial \Omega.
\]

(ii) Appealing to (25) and (32), for every \( i = 1, \ldots, n \) and \( \chi \in \mathcal{H}_T (\Omega; \mathbb{R}^n) \),
\[
\int_{\Omega} (G \chi)^i = \sum_{j=1}^n \int_{\Omega} \langle \nabla^{ij}; [(D \chi)^j] \rangle - \int_{\partial \Omega} [G \nu \land \nu] (D \chi)^i
\]
\[
= \sum_{j=1}^n \int_{\Omega} \langle \nabla \Phi^{ij}; [(D \chi)^j] \rangle - \int_{\partial \Omega} [\Phi \partial_{ij} (D \chi)]^i
\]
\[
= -\sum_{j=1}^n \int_{\Omega} \Phi^{ij} \chi^j + \sum_{j=1}^n \int_{\partial \Omega} \Phi^{ij} \partial_{ij} [D (\chi)^j] - \int_{\partial \Omega} [\Phi \partial_{ij} (D \chi)]^i = -\int_{\Omega} (\Phi \chi)^i
\]
i.e.
\[
\int_{\Omega} (G + \Phi) \chi = 0 \quad \text{for every } \chi \in \mathcal{H}_T (\Omega; \mathbb{R}^n).
(iii) Invoking (33) and (35), for every \( a \in \ker A \), then \( a \in \ker ((G + \Phi)^t) \), since 
\[
(G + \Phi)^t a = [G - \Phi] a = 0 \quad \text{in } \Omega.
\]

**Step 2.3.** Appealing to Lemma 6, we find \( u \in C^{r+1}(\Omega; \mathbb{R}^n) \) such that 
\[
v = A u \quad \text{in } \Omega \quad \text{and } \ u = 0 \quad \text{on } \partial \Omega.
\]

Then, \( u \) satisfies (19). When \( A \) is invertible, the uniqueness follows from Theorem 27. \( \blacksquare \)

### 4. The skew-symmetric case

#### 4.1. Preliminaries and notations

By abuse of notations we will, in this section, identify \( \mathbb{R}^{n \times n} \), the set of skew-symmetric matrices, with \( \Lambda^2(\mathbb{R}^n) \), the set of 2-forms, in a straightforward manner. For example if \( G = (G_{ij})_{1 \leq i,j \leq n} \in C^1(\Omega; \mathbb{R}^{n \times n}) \), \( dG = 0 \) respectively \( \delta G = 0 \) mean that, for every \( i, j, k = 1, \ldots, n \),
\[
\partial_i G_{ij} - \partial_j G_{ik} + \partial_k G_{jk} = 0 \quad \text{respectively } \sum_{i=1}^n \partial_i G_{ij} = 0.
\]

Similarly, if \( \nu \in \mathbb{R}^n \) and \( G = (G_{ij})_{1 \leq i,j \leq n} \in \mathbb{R}^{n \times n} \), we write \( \nu \wedge G = 0 \) respectively \( \nu \cdot G = 0 \) meaning that, for every \( i, j, k = 1, \ldots, n \),
\[
G_{ij} \nu^k - G_{ik} \nu^j + G_{jk} \nu^i = 0 \quad \text{respectively } \sum_{i=1}^n G_{ij} \nu^i = 0.
\]

Finally we define, for \( \Omega \subset \mathbb{R}^n \) an open, bounded, connected and smooth set,
\[
\mathcal{H}_T(\Omega; \mathbb{R}^{n \times n}) = \{ \omega \in C^\infty(\Omega; \mathbb{R}^{n \times n}) : d\omega = 0, \delta \omega = 0, \nu \wedge \omega = 0 \text{ on } \partial \Omega \}
\]
\[
\mathcal{H}_N(\Omega; \mathbb{R}^{n \times n}) = \{ \omega \in C^\infty(\Omega; \mathbb{R}^{n \times n}) : d\omega = 0, \delta \omega = 0, \nu \cdot \omega = 0 \text{ on } \partial \Omega \}.
\]

When \( n = 2 \), then \( \mathcal{H}_N(\Omega; \mathbb{R}^{2 \times 2}) = \{0\} \), while
\[
\mathcal{H}_T(\Omega; \mathbb{R}^{2 \times 2}) = \left\{ \begin{pmatrix} 0 & c \\ -c & 0 \end{pmatrix} \right\} : c \in \mathbb{R} \right\}.
\]  
(37)

If \( n \geq 3 \) and \( \Omega \) is contractible, then \( \mathcal{H}_T(\Omega; \mathbb{R}^{n \times n}) = \mathcal{H}_N(\Omega; \mathbb{R}^{n \times n}) = \{0\} \).

#### 4.2. The unconstrained problem when \( A \) is invertible

**Theorem 14.** Let \( n \geq 2, r \geq 1 \) be integers, \( 0 < \alpha < 1 \), \( \Omega \subset \mathbb{R}^n \) be open, bounded, connected and smooth. Let \( A \in \mathbb{R}^{n \times n} \) be skew-symmetric and invertible and \( G \in C^{r,\alpha}(\Omega; \mathbb{R}^{n \times n}) \).

**Part 1 (existence).** The following conditions are equivalent.

(i) There exists \( u \in C^{r+1,\alpha}(\Omega; \mathbb{R}^n) \) satisfying
\[
A \nabla u + (\nabla u)^t A = G \quad \text{in } \Omega.
\]  
(38)

(ii) \( G \) is skew-symmetric, \( dG = 0 \) in \( \Omega \) and
\[
\int_{\Omega} \langle G; \chi \rangle = 0, \quad \text{for every } \chi \in \mathcal{H}_N(\Omega; \mathbb{R}^{n \times n}).
\]  
(39)

**Part 2 (uniqueness).** Solutions are unique up to a gradient, i.e. given two solutions \( u, v \in C^{r+1,\alpha}(\Omega; \mathbb{R}^n) \), there exists \( \varphi \in C^{r+2,\alpha}(\Omega) \) such that
\[
v = u + A^{-1} \nabla \varphi.
\]
Remark 15. (i) Note that, since $A \in \mathbb{R}^{n \times n}$ is assumed to be invertible, then $n$ must be even.

(ii) When $n = 2$ or $n \geq 3$ and $\Omega$ is contractible, (39) is trivially satisfied. Therefore, if we assume that $\Omega$ is contractible and $A \in \mathbb{R}^{n \times n}$ is invertible, then the necessary conditions reduce to $G \in C^{r,\alpha} (\overline{\Omega}; \mathbb{R}^{n \times n})$ and $dG = 0$ (which is trivially satisfied if $n = 2$).

(iii) Note that, as opposed to Theorem 8 where regularity is mentioned in the $C^r$-class, the right space to study regularity issues in the skew-symmetric case is the H"{o}lder spaces. This is illustrated through the following example. Let $\Omega = (0,1)^2$ and $h \in C^0 (\Omega)$ be chosen for which there is no $u \in C^1 (\Omega; \mathbb{R}^2)$ satisfying \( \text{div} u = h \) in $\Omega$ (see, for example, [5] and the references therein). Define $G \in C^0 (\Omega; \mathbb{R}^{2 \times 2})$ as $G^{12} = h$. Then, $dG = 0$ in $\Omega$. It is easy to check that there exists no $u \in C^1 (\Omega; \mathbb{R}^2)$ satisfying (38), with $A = J_2$.

Proof of Theorem 14. Setting $v = Au$, our problem is equivalent to

\[ \nabla v - (\nabla v)^t = G \quad \iff \quad \text{curl} \ v = G \quad \text{(40)} \]

and we are back to the classical result, see, for example, Theorem 8.3 in [4].

4.3. The unconstrained problem when rank $A \leq n - 1$

We give two theorems. The first one is valid for any $A$ with rank $A \leq n - 1$ and the second one when rank $A = n - 1$, but with different hypotheses and proofs.

Theorem 16. Let $n \geq 2$, $r \geq 1$ be integers, $0 < \alpha < 1$, $\Omega \subset \mathbb{R}^n$ be an open ball. Let $A \in \mathbb{R}^{n \times n}$ be skew-symmetric and $G \in C^{r,\alpha} (\overline{\Omega}; \mathbb{R}^{n \times n})$. The following conditions are equivalent.

(i) There exists $u \in C^{r,\alpha} (\Omega; \mathbb{R}^n)$ satisfying

\[ A \nabla u + (\nabla u)^t A = G \quad \text{in} \ \Omega. \quad \text{(41)} \]

(ii) $G$ is skew-symmetric, $dG = 0$ in $\Omega$ and

\[ \langle G (x) a; a' \rangle = 0 \quad \text{for every} \ x \in \Omega \ \text{and for every} \ a, a' \in \ker A. \quad \text{(42)} \]

Remark 17. (i) The solutions of $A \nabla u + (\nabla u)^t A = 0$ are, as in Theorem 14, but with a special structure. For example, if

\[ A = \text{diag} \left( J_2, \ldots, J_2, \underbrace{0, \ldots, 0}_{m\text{-times}}, \underbrace{0, \ldots, 0}_{(n-2m)\text{-times}} \right), \]

then any solution is of the form

\[ u^i (x) = \partial_i \varphi \quad \text{where} \ \varphi = \varphi (x_1, \ldots, x_{2m}) \]

if $1 \leq i \leq 2m$; while, for $2m + 1 \leq i \leq n$, $u^i$ is free.

(ii) There is an interesting difference between the regularity result when $A$ is invertible or not. Indeed if $A$ is invertible and $G \in C^{r,\alpha}$, there exists a $u \in C^{r+1,\alpha}$; while if $A$ is not invertible the solution $u \in C^{r,\alpha}$ and not in a better space, in general, as shown in Example 18.

Example 18. Let $\Omega = (-2,2)^3$ and define $G \in C^{1,1} (\mathbb{R}^3; \mathbb{R}^{3 \times 3}_n)$ by

\[ G^{12} (x) = 2 (x^3)^2 (x^1 - x^2) |x^1 x^2 x^3| \quad \text{and} \quad G^{13} (x) = G^{23} (x) = 3 (x^1 x^2 x^3) |x^1 x^2 x^3| \]
Any solution of (41) is then of the form

\[ x^1 = \frac{1}{g^2} \int g \, dx^2 \]

for every \( x \in \mathbb{R}^3 \). Let

\[
A = \begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Any solution of (43) is necessarily of the form (using the second set of equations with \( j \))

\[
u^1(x) = \frac{1}{g^2} \int g \, dx^2 \quad \text{and} \quad u^2(x) = \left( x^1 x^2 x^3 \right) x^3 + h \left( x^1, x^2 \right)
\]

for some \( g, h : (-2, 2)^2 \to \mathbb{R} \). It is easy to see, by contradiction, that \( u^1, u^2 \not\in C^2(\Omega) \) for any \( g, h \).

**Proof of Theorem 16.** It is obvious that (ii) are necessary conditions, so we discuss only their sufficiency.

**Step 1.** Let \( A \) be such that \( \text{rank } A = 2m < n \). We first prove that we can assume, without loss of generality, that

\[ \ker A = \text{span} \{ e_{2m+1}, \ldots, e_n \} \]

where \( \{ e_1, \ldots, e_n \} \) denotes the standard Euclidean basis. Indeed we can find (as in Proposition 34) \( P \in O(n) \) (i.e. \( P^t P = I \)) and \( A \in \mathbb{R}^{n \times n} \) such that

\[
P^t A P = A = \text{diag} \left( \begin{pmatrix} 0 & \lambda_1 & 0 \\
-\lambda_1 & 0 & 0 \\
0 & 0 & 0 \end{pmatrix}, \ldots, \begin{pmatrix} 0 & \lambda_m & 0 \\
-\lambda_m & 0 & 0 \\
0 & 0 & 0 \end{pmatrix} \right), 0, \ldots, 0 \] with \( \lambda_i \neq 0, 1 \leq i \leq m \).

We then define, for \( y \in P^t \Omega, v \) and \( F \) through

\[
v(y) = P^t u(P y) \quad \text{and} \quad F(y) = P^t G(P y) P
\]

and insert this into \( A \nabla u + (\nabla u)^t A = G \), to get, writing \( y = P^t x \in P^t \Omega, \)

\[
A \nabla v(y) + (\nabla v(y))^t A = F(y).
\]

We then have \( \ker A = \text{span} \{ e_{2m+1}, \ldots, e_n \} \), \( F \) is skew-symmetric, \( dF = 0 \) in \( P^t \Omega \) (writing \( \varphi(y) = P y \), has transformed the equation \( F(y) = P^t G(P y) P \) into \( \varphi^* (G) = F \) and thus \( dF = 0 \)) and

\[
\langle F(y) a; a' \rangle = 0 \quad \text{for every } y \in P^t \Omega \text{ and for every } a, a' \in \ker A.
\]

Moreover \( P^t \Omega \) is a ball. This concludes the proof of Step 1.

**Step 2.** With the help of Step 1, setting \( v = A u \), the problem becomes

\[
\left\{ \begin{array}{l}
\text{curl } v = G \\
\langle e_{2m+1}; v \rangle = \cdots = \langle e_n; v \rangle = 0
\end{array} \right. \Leftrightarrow \left\{ \begin{array}{l}
\partial_j v^i - \partial_i v^j = G^{ij} \quad 1 \leq i < j \leq 2m \\
\partial_j v^i = G^{ij} \quad 1 \leq i \leq 2m, \ 2m + 1 \leq j \leq n \\
v^j = 0 \quad 2m + 1 \leq j \leq n.
\end{array} \right.
\]

(43)

The necessary conditions read as

\[
\partial_{2m} G^{ij} - \partial_j G^{i(2m)} + \partial_i G^{j(2m)} = 0 \quad \text{and} \quad G^{ij} = 0 \quad \text{for every } 2m + 1 \leq i < j \leq n.
\]

(44)

We now prove that under conditions (44), the problem (43) admits a solution. We proceed by induction on \( n \) (when \( n = 2 \) the result is trivial) and write

\[
x = (x_1, \ldots, x_{n-1}, x_n) = (\tilde{x}, x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}.
\]

Any solution of (43) is necessarily of the form (using the second set of equations with \( j = n \))

\[
v^i(x) = a^i(\tilde{x}) + \int_0^{x_n} G^{in}(\tilde{x}, t) \, dt \quad 1 \leq i \leq 2m.
\]
A direct computation transforms (43) into, for \( \alpha = \alpha (\hat{x}) \),
\[
\begin{cases}
\partial_j \alpha^i - \partial_i \alpha^j = G^{ij}(\hat{x}, 0) & 1 \leq i < j \leq 2m \\
\partial_j \alpha^i = G^{ij}(\hat{x}, 0) & 1 \leq i \leq 2m, 2m + 1 \leq j \leq n - 1 \\
\alpha^j = 0 & 2m + 1 \leq j \leq n - 1.
\end{cases}
\]

The hypothesis of induction leads to the result. ■

We now discuss the case where \( \text{rank } A = n - 1 \). We provide a different proof (inspired by Proposition 8.20 in [4]) from the one above, which allows for more general domains \( \Omega \).

**Theorem 19.** Let \( n \geq 3, r \geq 1 \) be integers, \( 0 < \alpha < 1 \), \( \Omega \subset \mathbb{R}^n \) be open, bounded, connected and smooth. Let \( A \in \mathbb{R}^{n \times n} \) be skew-symmetric with \( \text{rank } A = n - 1 \) (and thus \( n \) is odd) and \( G \in C^{r, \alpha}(\overline{\Omega}; \mathbb{R}^{n \times n}) \). The following statements are equivalent

(i) there exists \( u \in C^{r, \alpha}(\Omega; \mathbb{R}^n) \) satisfying
\[
A \nabla u + (\nabla u)^t A = G \quad \text{in } \Omega.
\]

(ii) \( G \) is skew-symmetric, \( dG = 0 \) in \( \Omega \) and
\[
\int_{\Omega} G(\chi) = 0, \quad \text{for every } \chi \in H_N(\Omega; \mathbb{R}^{n \times n}).
\]

**Remark 20.** We observe that, in the present context, the condition
\[
\langle G(x) a; a' \rangle = 0 \quad \text{for every } x \in \Omega \text{ and for every } a, a' \in \ker A
\]
comes for free, since the dimension of \( \ker A \) is 1 and \( G \) is skew-symmetric.

**Proof.** (i) The necessity of the conditions follows from Theorem 8.3 of [4].

(ii) Let us prove the sufficient part. Let \( \ker A = \text{span } \{a\} \), for some \( a \in \mathbb{R}^n \setminus \{0\} \). Using Theorem 8.3 of [4], we find \( w \in C^{r+1, \alpha}(\overline{\Omega}; \mathbb{R}^n) \) satisfying
\[
\nabla w - (\nabla w)^t = G \quad \text{in } \Omega.
\]

We then use Theorem B.5 of [7], see [8] as well, to find \( \varphi \in C^{r+1, \alpha}(\overline{\Omega}) \) such that
\[
\langle a; \nabla \varphi \rangle = -\langle a; w \rangle \quad \text{in } \Omega.
\]

Then, \( v = w + \nabla \varphi \in C^{r, \alpha}(\overline{\Omega}; \mathbb{R}^n) \) satisfies, in \( \Omega \),
\[
\nabla v - (\nabla v)^t = G \quad \text{and } \quad \langle a; v \rangle = 0.
\]

Invoking Lemma 6, we find \( u \in C^{r, \alpha}(\overline{\Omega}; \mathbb{R}^n) \) such that \( v = Au \), which satisfies \( A \nabla u + (\nabla u)^t A = G \). This finishes the proof. ■

**4.4. The Dirichlet problem**

We next study the Dirichlet problem when \( A \) is invertible (the result is then classical, see, for example, Theorem 8.16 of [4] and setting \( v = Au \)).
Theorem 21 (Dirichlet Problem). Let $n \geq 2$, $r \geq 1$ be integers, $0 < \alpha < 1$, $\Omega \subset \mathbb{R}^n$ be open, bounded, connected and smooth. Let $A \in \mathbb{R}^{n \times n}$ be skew-symmetric and $G \in C^{r, \alpha} (\Omega; \mathbb{R}^{n \times n})$. The following statements hold.

Necessary conditions: if there exists $u \in C^{r+1, \alpha} (\Omega; \mathbb{R}^n)$ satisfying

$$
\begin{cases}
A \nabla u + (\nabla u)^T A = G & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega
\end{cases}
$$

then $G$ is skew-symmetric, $dG = 0$ in $\Omega$, $G \wedge \nu = 0$ on $\partial \Omega$ and

$$
\int_\Omega \langle G; \chi \rangle = 0 \quad \text{for every } \chi \in H_T (\Omega; \mathbb{R}^{n \times n}).
$$

Sufficient conditions: if $A$ is invertible, then the necessary conditions are also sufficient and uniqueness is up to a gradient, i.e. given two solutions $u, v \in C^{r+1, \alpha} (\Omega; \mathbb{R}^n)$, there exists $\varphi \in C^{r+2, \alpha} (\Omega)$, with $\nabla \varphi = 0$ and $\nabla^2 \varphi = 0$ on $\partial \Omega$, such that $v = u + A^{-1} \nabla \varphi$.

Remark 22. (i) If $n = 2$, then $dG = 0$ in $\Omega$ and $G \wedge \nu = 0$ on $\partial \Omega$ are automatically satisfied, while (47) becomes, in view of (37),

$$
\int_\Omega G^{12} = 0.
$$

(ii) If $n \geq 3$ and $\Omega$ is contractible, then $H_T (\Omega; \mathbb{R}^{n \times n}) = \{0\}$ and hence (47) is trivially true.

(iii) One can show that if supp $G \subset \subset \Omega$, then our construction gives that supp $u \subset \subset \Omega$, invoking [10] instead of Theorem 8.16 of [4].

4.5. The Dirichlet problem when rank $A = n - 1$

We finally turn to the Dirichlet problem when rank $A = n - 1$ (and therefore the dimension $n$ is odd). The equation to be solved is $A \nabla u + (\nabla u)^T A = G$ and upon setting $v = Au$, we have transformed the problem into $\nabla v - (\nabla v)^T = G$. Since rank $|A| = n - 1 = 2m$, we equivalently have $\langle a; v \rangle = 0$ for a nonzero vector $a$. Therefore an equivalent way to rewrite the problem is

$$
\begin{cases}
\text{curl } v = G \quad \text{and} \\
\langle a; v \rangle = 0 \quad \text{in } \Omega \\
v = 0 \quad \text{on } \partial \Omega.
\end{cases}
$$

For the sake of simplicity, we take $a = e_n$ (but, up to a change of $v$, we can always get back to this case, as in the proof of Theorem 16). In the sequel we write for $x \in \mathbb{R}^n$

$$
x = (x_1, \ldots, x_{n-1}, x_n) = (\hat{x}, x_n) \in \mathbb{R}^{n-1} \times \mathbb{R}
$$

while $\{e_1, \ldots, e_n\}$ denotes the standard Euclidean basis. We first introduce the type of sets $\Omega$ that we will consider.

Definition 23. (i) We say that $\Omega$ is $x_n$-simple if

$$
\Omega = \{x = (\hat{x}, x_n) \in \mathbb{R}^n : \alpha_- (\hat{x}) < x_n < \alpha_+ (\hat{x}) \text{ with } \hat{x} \in O\}
$$

where $O \subset \mathbb{R}^{n-1}$ is a bounded open set with Lipschitz boundary and $\alpha_{\pm} \in C^{0,1} (O) \cap C^0 (\overline{O})$ with $\alpha_- < \alpha_+$ in $O$.

(ii) The boundary of such a set is given by

$$
\partial \Omega = T_- \cup T_+ \cup \Gamma_c
$$
where
\[ \Gamma_+ = \{ x = (\tilde{x}, x_n) \in \mathbb{R}^n : x_n = \alpha_+ (\tilde{x}) \text{ with } \tilde{x} \in O \} \]
\[ \Gamma_+ = \{ x = (\tilde{x}, x_n) \in \mathbb{R}^n : x_n = \alpha_- (\tilde{x}) \text{ with } \tilde{x} \in O \} \]
\[ \Gamma_c = \{ x = (\tilde{x}, x_n) \in \mathbb{R}^n : \alpha_- (\tilde{x}) \leq x_n \leq \alpha_+ (\tilde{x}) \text{ with } \tilde{x} \in \partial O \}. \]

The respective exterior unit normals are \( \nu_- = \frac{(\nabla \alpha_-)^{-1}}{\sqrt{1 + |\nabla \alpha_-|^2}} \), \( \nu_+ = \frac{(-\nabla \alpha_+)^{-1}}{\sqrt{1 + |\nabla \alpha_+|^2}} \) and \( \nu_c = (\hat{\nu}, 0) \) where \( \hat{\nu} \) is the exterior unit normal to \( \partial O \).

**Remark 24.** (i) Note that \( \Gamma_c \) is closed. It might be that, on some part of the boundary, \( \alpha_- (\tilde{x}) = \alpha_+ (\tilde{x}) \) (as in the examples below).

(ii) The following examples are \( x_n \)-simple.

- A convex set (and, in fact, simple in every direction); in particular if \( \Omega = \{ x \in \mathbb{R}^n : |x|_p < 1 \} \) with \( 1 \leq p < \infty \) and
  \[ |x|_p = \left( \sum_{k=1}^{n} |x_k|^p \right)^{\frac{1}{p}} = \left( |\tilde{x}|_p + |x_n|^p \right)^{\frac{1}{p}}. \]

- A generalized cylinder (including a cube) of the form \( B = \{ x \in \mathbb{R}^n : |x|^p < 1 \} \) as in the examples below.

(iii) The conditions on \( G \) are also necessary.

(iv) The construction ensures that if \( \text{supp} \ G \subset \subset \Omega \), then also \( \text{supp} \ v \subset \subset \Omega \).

**Theorem 25.** Let \( \Omega \subset \mathbb{R}^n \) be \( x_n \)-simple. Let \( r \geq 1 \) be an integer and \( G \in C^r (\overline{\Omega}; \mathbb{R}_0^{n \times n}) \) satisfy
\[ dG = 0 \text{ in } \Omega \ (i.e. \ \partial_k G^{ij} - \partial_j G^{ik} + \partial_i G^{jk} = 0) \text{ and } v \wedge G = 0 \text{ on } \partial \Omega \]
and, for every, \( 1 \leq i \leq n - 1 \),
\[ \int_{\alpha_-(\tilde{x})}^{\alpha_+(\tilde{x})} G^{in}(\tilde{x}, t) dt = 0 \text{ if } \tilde{x} \in O \text{ and } G^{in}(x) = 0 \text{ on } \Gamma_c. \]

Let
\[ v^i(x) = v^i(\hat{x}, x_n) = \int_{\alpha_-(\hat{x})}^{x_n} G^{in}(\hat{x}, t) dt \quad 1 \leq i \leq n - 1. \]

If, in addition to the above hypotheses, \( v^i \in C^r (\overline{\Omega}) \), then it satisfies
\[
\begin{cases}
\partial_j v^i - \partial_i v^j = G^{ij} \Leftrightarrow \text{curl } v = G & \text{in } \Omega \\
v_n = 0 \Leftrightarrow \langle e_n; v \rangle = 0 & \text{in } \Omega \\
v = 0 & \text{on } \partial \Omega.
\end{cases}
\] (48)

**Remark 26.** (i) Note that the solution \( v \) of the problem is unique.

(ii) The conditions on \( G \) are also necessary.

(iii) The construction ensures that if \( \text{supp} \ G \subset \subset \Omega \), then also \( \text{supp} \ v \subset \subset \Omega \).

(iv) If \( \alpha_+ \in C^r (\overline{\Omega}) \), respectively \( C^r (\Omega) \cap C^0 (\overline{\Omega}) \), then the \( v^i \) defined in the theorem is automatically in \( C^r (\overline{\Omega}) \), respectively \( C^r (\Omega) \cap C^0 (\overline{\Omega}) \).

**Proof.** We recall that we have to find \( v \) such that \( v^n = 0 \) and
\[
\begin{cases}
\partial_j v^i - \partial_i v^j = G^{ij}, \ 1 \leq i < j \leq n - 1 & \text{in } \Omega \\
\partial_n v^i = G^{in}, \ 1 \leq i \leq n - 1 & \text{in } \Omega \\
v = 0 & \text{on } \partial \Omega.
\end{cases}
\]
A straightforward integration (of the equation \( \partial_n v^i = G^{jn} \)) leads that the only candidate is

\[
v^i (\tilde{x}, x_n) = \int_{\alpha^{-} (\tilde{x})}^{x_n} G^{jn} (\tilde{x}, t) \, dt, \quad \text{for } 1 \leq i \leq n - 1.
\]

(i) Clearly \( v = 0 \) on \( \Gamma_\pm \), since \( \int_{\alpha^{-} (\tilde{x})}^{\alpha^{+} (\tilde{x})} G^{jn} (\tilde{x}, t) \, dt = 0 \). By continuity we have \( v = 0 \) on \( T_\pm \).

(ii) We also have to prove that \( v = 0 \) on \( \Gamma_\varepsilon \). Let \( x \in \Gamma_\varepsilon \). If \( x \in \Gamma_\varepsilon \cap (\Omega_+ \cup \Omega_-) \), this has already been established in (i). So let us assume that

\[
\tilde{x} \in \partial \Omega \quad \text{and} \quad \alpha_- (\tilde{x}) < \alpha_+ (\tilde{x}).
\]

Since, by continuity, we have \( \partial_n v^i = G^{jn} \) and \( G^{jn} = 0 \) on \( \Gamma_\varepsilon \), we deduce that \( v^i (x) = v^i (\tilde{x}, \alpha_- (\tilde{x})) = 0 \); as wished.

(iii) We still have to show that \( \partial_j v^i - \partial_i v^j = G^{ij} \), for every \( 1 \leq i < j \leq n - 1 \). Let us first observe that \( (v^i, G^{jn} \in C^r (\overline{\Omega}) \) we have, for every \( 1 \leq i, j \leq n - 1 \),

\[
\partial_j v^i (\tilde{x}, x_n) = \int_{\alpha^{-} (\tilde{x})}^{x_n} \partial_j G^{jn} (\tilde{x}, t) \, dt - \partial_j \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})))
\]

and thus the function \( g^{ij} (\tilde{x}) = \partial_j \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) \) is \( C^{r-1} (\overline{\Omega}) \). We next note that

\[
\partial_j v^i - \partial_i v^j = \int_{\alpha^{-} (\tilde{x})}^{x_n} \left( \partial_j G^{jn} (\tilde{x}, t) dt - \partial_j \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) + \partial_i \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) \right).
\]

Since \( dG = 0 \), we find, for every \( 1 \leq i < j \leq n - 1 \),

\[
\partial_j v^i - \partial_i v^j = \int_{\alpha^{-} (\tilde{x})}^{x_n} \partial_n G^{ij} (\tilde{x}, t) dt - \partial_j \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) + \partial_i \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x}))
\]

\[
= G^{ij} (\tilde{x}, x_n) - G^{ij} (\tilde{x}, \alpha_- (\tilde{x})) - \partial_j \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) + \partial_i \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})).
\]

This leads immediately to the result since \( \nu = G = 0 \) on \( \partial \Omega \), which in the present context reads as

\[
-G^{ij} (\tilde{x}, \alpha_- (\tilde{x})) - \partial_j \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) + \partial_i \alpha_- G^{jn} (\tilde{x}, \alpha_- (\tilde{x})) = 0, \quad 1 \leq i < j \leq n - 1.
\]

Indeed at almost all points \( (\tilde{x}, \alpha_- (\tilde{x})) \in \Gamma_\varepsilon \subset \partial \Omega \), we have that

\[
\nu^i = \frac{\partial_i \alpha_-}{\sqrt{1 + |\nabla \alpha_-|^2}}, \quad 1 \leq i \leq n - 1 \quad \text{and} \quad \nu^n = \frac{-1}{\sqrt{1 + |\nabla \alpha_-|^2}}.
\]

This ends the proof.

5. The general case when the symmetric part is invertible

Recall that for \( A \in \mathbb{R}^{n \times n} \), we denote by \( A_s \) (respectively \( A_a \)) its symmetric (respectively skew-symmetric) part. Note that finding a solution of \( A \nabla u + (\nabla u)^T A = G \) is equivalent to solving simultaneously

\[
A_s \nabla u + (\nabla u)^T A_s = G_s \quad \text{and} \quad A_a \nabla u + (\nabla u)^T A_a = G_a.
\]
5.1. The kernel

**Theorem 27.** Let $\Omega \subset \mathbb{R}^n$ be open, bounded, connected and $A \in \mathbb{R}^{n \times n}$ with $A_s$ invertible. Then, $u \in C^1(\Omega; \mathbb{R}^n)$ satisfy

$$A \nabla u + (\nabla u)^t A = 0 \quad \text{in } \Omega,$$

if and only if, for some $C \in \mathbb{R}^{n \times n}$ satisfying $AC + C^t A = 0$ and $c \in \mathbb{R}^n$,

$$u(x) = C x + c, \quad \text{for every } x \in \Omega.$$

**Proof.** The result is standard when $A$ is symmetric (see, for example, [3]). The sufficient part is obvious, so we discuss now the necessity of the condition. Let us suppose that $u \in C^1(\Omega; \mathbb{R}^n)$ satisfies (49). Then $A_s \nabla u + (\nabla u)^t A_s = 0$. Setting $v = A_s u$, we have $\nabla v + (\nabla v)^t = 0$. Therefore, for every $i, j, k = 1, \ldots, n$ and for every $\varphi \in C^2_0(\Omega)$,

$$\int_{\Omega} \varphi v_i v_j \varphi = \int_{\Omega} \varphi v_i v_j \varphi - \int_{\Omega} \varphi v_i v_j \varphi = \int_{\Omega} \varphi v_i v_j \varphi - \int_{\Omega} \varphi v_i v_j \varphi = \int_{\Omega} \varphi v_i v_j \varphi.$$

This implies that, for every $i, j, k = 1, \ldots, n$,

$$\int_{\Omega} \varphi v_i v_j \varphi = 0, \quad \text{for every } \varphi \in C^2_0(\Omega).$$

Therefore, it follows from the fundamental lemma of the calculus of variations that, for some $P \in \mathbb{R}^{n \times n}$, $\nabla v = P$ in $\Omega$. Since $A_s$ is invertible, we conclude that $u = A_s^{-1} v$ is affine, i.e.

$$u(x) = C x + c, \quad \text{for some } C \in \mathbb{R}^{n \times n} \text{ and } c \in \mathbb{R}^n.$$

Thus, since $u$ is a solution of (49), we deduce that $AC + C^t A = 0$. This proves the theorem. $\blacksquare$

5.2. The unconstrained problem

**Theorem 28.** Let $\Omega \subset \mathbb{R}^n$ be open bounded connected and smooth, $r \geq 2$ be an integer, $G = (G^{ij})_{1 \leq i,j \leq n} \in C^r(\overline{\Omega}; \mathbb{R}^{n \times n})$ and $A \in \mathbb{R}^{n \times n}$. Then, the following statements hold.

**Necessary conditions:** if there exists $u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n)$ satisfying

$$A \nabla u + (\nabla u)^t A = G \quad \text{in } \Omega$$

then

- there exist $x_0 \in \Omega$ and $C_0 \in \mathbb{R}^{n \times n}$ verifying

$$AC_0 + C_0^t A = G(x_0)$$

- for every $x \in \Omega$

$$G_s(x) a; a' = 0 \quad \text{for every } a, a' \in \ker A_s$$

- in $\Omega$ and for every $i, j, k, l = 1, \ldots, n$,

$$\partial_{ij} G^{il}_s - \partial_{il} G^{ij}_s + \partial_{ik} G^{jl}_s - \partial_{jk} G^{il}_s = 0$$
which proves (51).

Since \(A \in \ker A_s\) and \(i, k = 1, \ldots, n\)
\[
\sum_{j=1}^{n} \left[ \partial_k G_s^{ij} - \partial_j G_s^{ik} + \partial_i G_s^{jk} \right] a^j = 0
\]

for every \(\chi \in \mathcal{H}_N(\Omega; \mathbb{R}^n)\) and for every \(i, j = 1, \ldots, n\)
\[
\int_{\Omega} \langle M_{s}^{ij}; \chi \rangle = 0 \quad \text{and} \quad \sum_{j=1}^{n} \int_{\Omega} \left[ \langle M_{s}^{ij}; \nabla [\chi^j] \rangle - G_s^{ij} \chi \right] = 0
\]

where \(M_s^{ij} = \left( (M_s)_k^{ij} = \partial_j G_s^{ik} - \partial_i G_s^{jk} \right)_{1 \leq k \leq n} \).

Sufficient conditions: if furthermore \(A_s\) is invertible and the following necessary condition holds, for every \(k = 1, \ldots, n\),
\[
2 \partial_k G_a - A_s A_s^{-1} [(M_s)_k + \partial_k G_s] + \partial_k G_s - (M_s)_k A_s^{-1} A_a \quad \text{in} \ \Omega,
\]
then the above conditions are sufficient and, moreover, the solution of (50) is unique, up to an affine map of the form
\[
u(x) = C x + c, \quad \text{for some} \ C \in \mathbb{R}^{n \times n} \text{ and } c \in \mathbb{R}^n
\]

where \(AC + C^t A = 0\).

**Remark 29.** (i) Note that, (51) determines \(G_a\) up to a constant once \(G_s\) is fixed. See Remark 31 for a comparison with the corresponding Dirichlet problem.

(ii) There are also several hidden necessary conditions of analytical, algebraic and topological nature on the skew-symmetric part \(G_a\). For example, we must have \(dG_a = 0\) and
\[
\langle G_a(x) e; e' \rangle = 0 \quad \text{for every} \ x \in \Omega \text{ and for every} \ e, e' \in \ker A_a.
\]

**Proof of Theorem 28.** The equation \(A \nabla u + (\nabla u)^t A = G\) is equivalent to
\[
A_s \nabla u + (\nabla u)^t A_s = G_s \quad \text{and} \quad A_a \nabla u + (\nabla u)^t A_a = G_a.
\]

**Step 1 (Necessity).** The necessary conditions on the symmetric side follow from Theorem 8 applied to \(A_s, G_s\) and the equation \(A_s \nabla u + (\nabla u)^t A_s = G_s\). To establish the necessity of (51), when \(A_s\) is invertible, we proceed as follows. We note that \(v = A_s u\) satisfies the equation \(\nabla v + (\nabla v)^t = G_s\). Therefore, for every \(i, j, k = 1, \ldots, n\),
\[
((M_s)_k + \partial_k G_s)^{ij} = \partial_j G_s^{ik} - \partial_i G_s^{jk} + \partial_k G_s^{ij}
\]
\[
= \partial_j \left( \partial_i v^k + \partial_k v^j \right) - \partial_i \left( \partial_j v^k + \partial_k v^j \right) + \partial_k \left( \partial_i v^j + \partial_j v^i \right)
\]
\[
= 2 \partial_k \left( \partial_j v^i \right) = 2 \partial_k (\nabla v)^{ij}
\]

and similarly
\[
((M_s)_k - \partial_k G_s)^{ij} = \partial_j G_s^{ik} - \partial_i G_s^{jk} - \partial_k G_s^{ij} = -2 \partial_k (\nabla v)^{ji}.
\]

Since \(A_s \nabla u + (\nabla u)^t A_s = G_s\), we deduce that, in \(\Omega\),
\[
2 \partial_k G_a = 2 \partial_k \left[ A_s \nabla u + (\nabla u)^t A_s \right] = 2 \partial_k \left[ A_s A_s^{-1} \nabla v + (\nabla v)^t A_s^{-1} A_a \right]
\]
\[
= A_a A_s^{-1} [(M_s)_k + \partial_k G_s] + [\partial_k G_s - (M_s)_k] A_s^{-1} A_a
\]

which proves (51).
Step 2 (Sufficiency). We first invoke Theorem 8 to find \( u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n) \) satisfying
\[
A_s \nabla u + (\nabla u)^t A_s = G_s \quad \text{in } \Omega.
\]
As explained in the introduction, we can assume, without loss of generality, that \( \nabla u(x_0) = C_0 \), since \( AC_0 + C_0^t A = G(x_0) \) (and thus \( A_s C_0 + C_0^t A_s = G_s(x_0) \)). It remains to show that \( u \) satisfies
\[
A_a \nabla u + (\nabla u)^t A_a = G_a \quad \text{in } \Omega.
\]
Setting \( v = A_s u \), we need to show that
\[
A_a A_s^{-1} \nabla v + (\nabla v)^t A_s^{-1} A_a = G_a \quad \text{in } \Omega.
\]
Since \( AC_0 + C_0^t A = G(x_0) \) (and thus \( A_a C_0 + C_0^t A_a = G_a(x_0) \)) we have
\[
A_a A_s^{-1} \nabla v(x_0) + (\nabla v(x_0))^t A_s^{-1} A_a - G_a(x_0) = A_a C_0 + C_0^t A_a - G_a(x_0) = 0
\]
and hence it is enough to establish that, for every \( k = 1, \ldots, n \)
\[
\partial_k \left[ A_a A_s^{-1} \nabla v + (\nabla v)^t A_s^{-1} A_a - G_a \right] = 0. \tag{52}
\]
We have already seen in Step 1 that, in \( \Omega \) and for every \( k = 1, \ldots, n \),
\[
(M_s)_k + \partial_k G_s = 2 \partial_k (\nabla v) \quad \text{and} \quad (M_s)_k - \partial_k G_s = -2 \partial_k (\nabla v)^t.
\]
Therefore, using (51), for every \( k = 1, \ldots, n \) and in \( \Omega \), we find
\[
2 \partial_k \left[ G_a - A_a A_s^{-1} \nabla v - (\nabla v)^t A_s^{-1} A_a \right] = 2 \partial_k G_a - A_a A_s^{-1} [(M_s)_k + \partial_k G_s] + [(M_s)_k - \partial_k G_s] A_s^{-1} A_a = 0
\]
and thus (52) holds.

Step 3. Uniqueness follows from Theorem 27. This proves the theorem. \( \blacksquare \)

5.3. The Dirichlet problem

**Theorem 30 (Dirichlet Problem).** Let \( \Omega \subset \mathbb{R}^n \) be open, bounded connected and smooth, \( r \geq 2 \) be an integer, \( G = (G^{ij})_{1 \leq i,j \leq n} \in C^r(\overline{\Omega}; \mathbb{R}^{n \times n}) \) and \( A \in \mathbb{R}^{n \times n} \). Then, the following holds.

Necessary conditions: if there exists \( u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n) \) satisfying
\[
\begin{cases}
A \nabla u + (\nabla u)^t A = G & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\tag{53}
\]
then \( G \) satisfies the following conditions
- in \( \Omega \) and for every \( i,j,k,l = 1, \ldots, n \),
\[
\partial_{jl} G_s^{ik} - \partial_{il} G_s^{jk} + \partial_{ik} G_s^{jl} - \partial_{jk} G_s^{il} = 0
\]
- in \( \Omega \) and for every \( a \in \ker A_s \) and \( i,k = 1, \ldots, n \)
\[
\sum_{j=1}^n \left[ \partial_k G_s^{ij} - \partial_j G_s^{ik} + \partial_i G_s^{jk} \right] a^j = 0
\]
It remains to show that of (55), if \(A_n\) corresponding one in Theorem 21 (and, when the symmetric side follow from Theorem 11 applied to \(A\)) determines (i) Remark 31.

Once \(G_s\) is fixed in Theorem 30, \(G_s\) is simply connected we have (ii) (iii) (ii)

\[
\sum_{j=1}^{n} \int_{\Omega} [\langle M_{ij}^s; \nabla [D(\chi^j)] \rangle - G_{ij}^s \chi^j] = \sum_{j=1}^{n} \int_{\partial \Omega} (G_s \nu \wedge \nu)_{ij} \partial_{\nu} (D(\chi^j))
\]

where \(M_{ij}^s = \left( (M_s)^{ij}_k \right)_k = \partial_j G_{ik} - \partial_i G_{jk} \) \(1 \leq k \leq n\).

- on \(\partial \Omega\)

\[
[G_a \wedge \nu = 0 \text{ if } n \geq 3] \quad \text{or} \quad \left[ \int_{\Omega} G_{a12}^2 = 0 \text{ if } n = 2 \right]
\]

(54)

Sufficient conditions: if furthermore \(A_s\) is invertible and the following necessary condition holds, for every \(k = 1, \ldots, n\),

\[
2 \partial_{k} G_a = A_a A_s^{-1} [(M_s)_k + \partial_k G_s] + [\partial_k G_s - (M_s)_k] A_s^{-1} A_a \text{ in } \Omega
\]

(55)

then the above conditions are sufficient and, moreover, the solution of (53) is unique.

Remark 31. (i) Once \(G_s\) is fixed in Theorem 30, \(G_a\) is uniquely determined by (54) and (55). Indeed, (55) determines \(G_a\) up to a constant. Then, uniqueness follows from the boundary condition on \(G_a\) i.e. (54).

(ii) In a similar way, (54) and (55) also imply that \(G\) is symmetric whenever \(A\) is.

(iii) When \(\Omega\) is simply connected we have \(H_T(\Omega; \mathbb{R}^n) = \{0\}\).

(iv) As already said, there are several hidden necessary conditions, notably that \(dG_a = 0\).

Proof of Theorem 30. As already observed, \(u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n)\) is a solution of (53) if and only if

\[
\begin{cases}
A_s \nabla u + (\nabla u)^t A_s = G_s & \text{in } \Omega \\
A_a \nabla u + (\nabla u)^t A_a = G_a & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Step 1 (Necessary conditions). Let \(u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n)\) satisfy (53). Then the necessary conditions on the symmetric side follow from Theorem 11 applied to \(A_s\) and \(G_s\). The condition (54) follows from the corresponding one in Theorem 21 (and, when \(n = 2\), cf. Remark 22 (i)) applied to \(A_a\) and \(G_a\). The necessity of (55), if \(A_s\) is invertible, has already been established in Step 1 of the proof of Theorem 28, see (51).

Step 2 (Sufficient conditions). Using Theorem 11, we find \(u \in C^{r+1}(\overline{\Omega}; \mathbb{R}^n)\) satisfying

\[
\begin{cases}
A_s \nabla u + (\nabla u)^t A_s = G_s & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

It remains to show that \(u\) satisfies

\[
A_a \nabla u + (\nabla u)^t A_a = G_a \text{ in } \Omega.
\]

Setting \(v = A_s u\) (which satisfies \(\nabla v + (\nabla v)^t = G_s\)), it is enough to show that

\[
A_a A_s^{-1} \nabla v + (\nabla v)^t A_s^{-1} A_a = G_a \text{ in } \Omega.
\]

(56)
But we have already proved in (52) that, for every $k = 1, \ldots, n$,

$$\partial_k \left[ G_a - A_aA_s^{-1} \nabla v - (\nabla v)^t A_s^{-1} A_a \right] = 0 \text{ in } \Omega.$$ 

Therefore there exists $C \in \mathbb{R}^{n \times n}$ with $C^t = -C$, such that

$$G_a - A_aA_s^{-1} \nabla v - (\nabla v)^t A_s^{-1} A_a = C \text{ in } \Omega.$$ 

It remains to show that $C = 0$.

- In the case $n = 2$, since $\int G_a^2 = 0$ and $v = 0$ on $\partial \Omega$, it follows from the divergence theorem that $C = 0$.
- We next discuss the case $n \geq 3$. Since $v = 0$ on $\partial \Omega$, $\nabla v = \beta \otimes \nu$ on $\partial \Omega$, for some $\beta \in C^r(\partial \Omega; \mathbb{R}^n)$. We therefore have on $\partial \Omega$

$$C = G_a - \left[ A_aA_s^{-1} \nabla v - (A_aA_s^{-1} \nabla v)^t \right] = G_a - \left[ A_aA_s^{-1} \beta \otimes \nu - (A_aA_s^{-1} \beta \otimes \nu)^t \right]$$

$$= G_a - (A_aA_s^{-1} \beta) \wedge \nu.$$ 

It hence follows from (54) that $C \wedge \nu = 0$ on $\partial \Omega$, which implies that $C = 0$ and thus (56) holds.

**Step 3.** Uniqueness follows from Theorem 27 and the fact that $u = 0$ on $\partial \Omega$. ■
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**Appendix A. The algebraic case**

We wish to discuss the existence of $X \in \mathbb{R}^{n \times n}$ satisfying

$$AX + X^t A = G.$$ 

Recall that $\mathbb{R}_s^{n \times n}$ and $\mathbb{R}_a^{n \times n}$ denote respectively the set of $n \times n$ symmetric and skew-symmetric matrices with real entries and for $A \in \mathbb{R}^{n \times n}$, we let $A_s$ (respectively $A_a$) be its symmetric (respectively skew-symmetric) part. We start with an elementary observation, whose proof is immediate.

**Proposition 32.** Let $A, G \in \mathbb{R}_s^{n \times n}$.

Part 1. The equation $AX + X^t A = G$ is equivalent to

$$\begin{cases} A_s X + X^t A_s = (A_s X) + (A_s X)^t = G_s \\ A_a X + X^t A_a = (A_a X) - (A_a X)^t = G_a. \end{cases}$$

Part 2. If $X \in \mathbb{R}_s^{n \times n}$ is a solution of $AX + X^t A = G$, then

$$\langle G e; e' \rangle = 0, \quad \forall e \in \ker A \text{ and } \forall e' \in \ker A^t$$

$$\langle G_s e; e' \rangle = 0, \quad \forall e, e' \in \ker A_s \text{ and } \langle G_a e; e' \rangle = 0, \quad \forall e, e' \in \ker A_a.$$
A.1. The symmetric and skew-symmetric cases

**Proposition 33.** Let $A, G \in \mathbb{R}^{n \times n}_s$. The following statements are then equivalent.

(i) There exists $X \in \mathbb{R}^{n \times n}$ satisfying

$$AX + X^t A = G.$$ 

(ii) $A, G \in \mathbb{R}^{n \times n}_s$ verify

$$\langle Ga; a' \rangle = 0 \quad \text{for every } a, a' \in \ker A.$$ 

**Proof.** The implication (i) $\Rightarrow$ (ii) is elementary, so we discuss only the reverse one.

**Step 1:** $A$ invertible. Trivially if $A$ is invertible, then $\ker A = \{0\}$ and the proposition follows at once; any solution of $AX + X^t A = G$ being of the form

$$X = A^{-1} \left( \frac{G}{2} + Y \right) \quad \text{with} \quad Y^t = -Y.$$ 

**Step 2:** rank $A = k$ with $1 \leq k \leq n - 1$. Let $\{e_1, \ldots, e_n\}$ be the standard Euclidean basis.

**Special case.** Assume first that $A = \text{diag} (\lambda_1, \ldots, \lambda_k, 0, \ldots, 0)$ with $\lambda_i \neq 0$, $i = 1, \ldots, k$.

In this case (ii) is equivalent to

$$\langle Ge_r; e_s \rangle = 0 \quad \text{for every } r, s = k + 1, \ldots, n.$$ 

and thus, as $G$ is symmetric,

$$G = \begin{pmatrix} G_1 & G_2 \\ G_2^t & 0_{(n-k) \times (n-k)} \end{pmatrix} \quad \text{where} \quad G_1 \in \mathbb{R}^{k \times k}_s, \ G_2 \in \mathbb{R}^{k \times (n-k)}.$$ 

We then let $D = \text{diag} (\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^{k \times k}_s$ which is invertible by assumption. Invoking Step 1, we find $Y \in \mathbb{R}^{k \times k}$ verifying $DY + Y^t D = G_1$ and set

$$X = \begin{pmatrix} Y \\ 0_{(n-k) \times k} \\ 0_{(n-k) \times (n-k)} \end{pmatrix} \in \mathbb{R}^{n \times n}.$$ 

A straightforward computation gives that $AX + X^t A = G$.

**General case.** The classical theorem for symmetric matrices gives that there exist $P \in O(n)$ (i.e. $P^t P = I$) such that

$$P^t A P = A = \text{diag} (\lambda_1, \ldots, \lambda_k, 0, \ldots, 0) \quad \text{with} \quad \lambda_i \neq 0, \ i = 1, \ldots, k.$$ 

Then $\ker A = \text{span} \{P e_{k+1}, \ldots, P e_n\}$ and, using (ii), we get

$$\langle (P^t G P) e_r; e_s \rangle = \langle G (P e_r); P e_s \rangle = 0 \quad \text{for every } r, s = k + 1, \ldots, n.$$ 

We may therefore apply the special case to $(A, G) = (A, P^t G P)$ to find $Z \in \mathbb{R}^{n \times n}$ satisfying

$$AZ + Z^t A = P^t G P.$$ 

Setting $X = P Z P^t$, we get the result and the proof is complete. ■

**Proposition 34.** Let $A, G \in \mathbb{R}^{n \times n}_a$. The following statements are then equivalent.

(i) There exists $X \in \mathbb{R}^{n \times n}$ satisfying

$$AX + X^t A = G.$$ 

(ii) $A, G \in \mathbb{R}^{n \times n}_a$ verify

$$\langle Ga; a' \rangle = 0 \quad \text{for every } a, a' \in \ker A.$$
Proof. Step 1. Trivially if $A$ is invertible (this implies necessarily that the dimension $n$ is even), then ker $A = \{0\}$ and any solution of $AX + X^t A = G$ is of the form

$$X = A^{-1} \left( \frac{G}{2} + Y \right) \quad \text{with} \quad Y^t = Y.$$ 

Step 2. We next assume that rank $A = k = 2m$ with $1 \leq k \leq n - 1$. Then the classical theorem for skew-symmetric matrices (see, for example, Corollary 2.5.14 in [9]) gives that there exist $P \in O(n)$ (i.e. $P^t P = I$) such that

$$P^t AP = \Lambda = \text{diag} \left( \begin{pmatrix} 0 & \lambda_1 \\ -\lambda_1 & 0 \end{pmatrix}, \ldots, \begin{pmatrix} 0 & \lambda_m \\ -\lambda_m & 0 \end{pmatrix}, 0, \ldots, 0 \right) \quad \text{with} \quad \lambda_i \neq 0, \ 1 \leq i \leq m.$$ 

From there the proof follows exactly as the one of Proposition 33. ■

A.2. The general case

The following proposition is straightforward.

Proposition 35. Let $A_s$ be invertible and $G \in \mathbb{R}^{n \times n}$ verifying

$$G_a = A_a A_s^{-1} G_s + \frac{G_s}{2} A_s^{-1} A_a .$$

Then there exists $X \in \mathbb{R}^{n \times n}$ such that

$$AX + X^t A = G.$$ 

Proof. Since $X = A_s^{-1} G_s/2$ is a solution of $A_s X + X^t A_s = G_s$ and (57) holds, we see that it also solves $A_a X + X^t A_a = G_a$ and the proposition is proved. ■

The above proposition can be improved if we further assume that $A_a$ is invertible.

Proposition 36. Let $n = 2m$ and assume that both $A_s$ and $A_a$ are invertible. Then

$$AX + X^t A = G$$

has a solution provided

$$A_s A_a^{-1} G_a + A_a A_s^{-1} A_s = G_s + A_a A_s^{-1} \frac{G_s}{2} A_s^{-1} A_a + A_s A_a^{-1} \frac{G_s}{2} A_s^{-1} A_a .$$

Moreover a solution of the equation is given by

$$X = A_a^{-1} \frac{G_s}{2} + A_a^{-1} \frac{G_s}{4} - A_a^{-1} \frac{G_s}{4} A_s^{-1} A_a + A_a^{-1} H$$

for any $H$ satisfying (in particular $H = 0$)

$$H A_a^{-1} A_s - A_s A_a^{-1} H = 0 \quad \text{and} \quad H^t = H.$$ 

Furthermore if $A_s A_a^{-1}$ and $A_a A_s^{-1}$ are linearly dependent, then (58) is also necessary.

Example 37. Let $n = 2m, \lambda \mu \neq 0$ and

$$A = \lambda I + \mu J \quad \Rightarrow \quad (A_s, A_a) = (\lambda I, \mu J) \quad \Rightarrow \quad \left( A_s^{-1}, A_a^{-1} \right) = \left( \frac{1}{\lambda} I, -\frac{1}{\mu} J \right).$$
Proposition 39. The operator \( \lambda \ell \) is elliptic if and only if \( A_s \), the symmetric part of \( A \), is invertible.

Proof. Step 1 (Sufficient conditions). Inserting the explicit form (59) of the solution into the equation, bearing in mind (58), we immediately get the result.

Step 2 (Necessary conditions). The equation \( AX + X^t A = G \) is equivalent (cf. Proposition 32) to the following system

\[
\begin{align*}
A_s X + X^t A_s &= (A_s X) + (A_s X)^t = G_s \\
A_a X + X^t A_a &= (A_a X) - (A_a X)^t = G_a .
\end{align*}
\]

We assume now that \( A_s A_a^{-1} \) and \( A_a A_s^{-1} \) are linearly dependent. Call

\[
\Phi = A_s A_a^{-1} G_a + G_a A_a^{-1} A_s - \left( G_s + A_a A_s^{-1} G_a 2 A_a^{-1} A_s + A_s A_a^{-1} G_s 2 A_s^{-1} A_a \right)
\]

We have to show that \( \Phi = 0 \). Return to (60) to get that

\[
\begin{align*}
A_s A_a^{-1} G_a &= A_s X + A_s A_a^{-1} X^t A_a \\
G_a A_a^{-1} A_s &= A_a X A_a^{-1} A_s + X^t A_s \\
- (A_a A_s^{-1} G_a 2 A_a^{-1} A_s) &= - \frac{1}{2} (A_a X A_a^{-1} A_s + A_a A_s^{-1} X^t A_s A_a^{-1} A_s) \\
- (A_a A_s^{-1} G_s 2 A_s^{-1} A_a) &= - \frac{1}{2} (A_a A_s^{-1} A_s X A_s^{-1} A_a + A_s A_s^{-1} X^t A_a) \\
-G_s &= - (A_s X + X^t A_a) .
\end{align*}
\]

Summing up the five equations, we find that

\[
2 \Phi = A_a X A_a^{-1} A_s + A_s A_a^{-1} X^t A_a - A_a A_s^{-1} A_s X A_s^{-1} A_a - A_a A_s^{-1} X^t A_s A_s^{-1} A_a.
\]

Since \( A_s \) and \( A_a \) are invertible and \( A_s A_a^{-1} \) and \( A_a A_s^{-1} \) are linearly dependent, there exists \( \alpha \neq 0 \) such that \( A_s A_a^{-1} = \alpha A_a A_s^{-1} \) (\( \Rightarrow A_a^{-1} A_s = \alpha A_s^{-1} A_a \)). Inserting this fact into the previous equation, we have indeed obtained our claim. ■

Appendix B. Ellipticity

We recall (cf. [6]) the notion of ellipticity that we use here.

Definition 38. Let \( A \in \mathbb{R}^{n \times n} \). We say that the operator \( \mathcal{L} \) defined by

\[
\mathcal{L} u = A \nabla u + (\nabla u)^t A
\]

is elliptic if, for every \( \xi \in \mathbb{R}^n \setminus \{0\} \), the system of algebraic equations

\[
\mathcal{A} (\lambda, \xi) = (A \lambda) \otimes \xi + \xi \otimes (A^t \lambda) = 0
\]

has \( \lambda = 0 \in \mathbb{R}^n \) as the only solution.

Proposition 39. The operator \( \mathcal{L} \) is elliptic if and only if \( A_s \), the symmetric part of \( A \), is invertible.
Proof. We start by observing that $A(\lambda, \xi) = 0$ is equivalent to

$$(A_s \lambda) \otimes \xi + \xi \otimes (A_s \lambda) = 0 \quad \text{and} \quad (A_a \lambda) \otimes \xi - \xi \otimes (A_a \lambda) = 0.$$ 

(i) Assume first that $A_s$ is invertible. Setting $\mu = A_s \lambda$, we find that the first set of equations is equivalent to $\mu \otimes \xi + \xi \otimes \mu = 0$. When $\xi \neq 0$, the only solution is then $\mu = 0$. Since $A_s$ is invertible, we have the claim.

(ii) If $A_s$ is not invertible, we can find $\lambda \neq 0$ with $\lambda \in \ker A_s$ and therefore

$$(A_s \lambda) \otimes \xi + \xi \otimes (A_s \lambda) = 0 \quad \text{for every} \ \xi \neq 0.$$ 

Then two cases can happen. Either $\lambda \in \ker A_a$ and thus

$$(A_a \lambda) \otimes \xi - \xi \otimes (A_a \lambda) = 0 \quad \text{for every} \ \xi \neq 0$$

concluding the claim. Or $\lambda \notin \ker A_a$ and hence $\xi = A_a \lambda \neq 0$ satisfies trivially

$$(A_a \lambda) \otimes \xi - \xi \otimes (A_a \lambda) = 0.$$ 

Our claim is therefore established. ■
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