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1 Basic formalism for interacting theories

1.1 Perturbative approach

Consider an interacting theory with fields φ(x) and split the Hamiltonian into a free part

and an interaction part depending on some small coupling λ:

H = H0 +Hint . (1.1)

Suppose then that Hint can be treated as a perturbation with respect to H0, in the sense

that the spectrum of H is qualitatively similar to that of H0. Call then:

{

|0〉 : vacuum of H0 with E0 = 0 ,

|n〉 : particle states of H0 with En > 0 ,
(1.2)

and
{

|Ω〉 : vacuum of H with EΩ 6= 0 ,

|N〉 : particle states of H with EN > EΩ .
(1.3)

Starting from the free theory and switching on the interactions, there can be transitions

occurring between states with non-zero probability. However, also the states themselves

are changed by the interactions.

Perturbation theory is set up in the interaction picture, which is defined from the

Heisenberg picture through a time-dependent unitary transformation:

U(t, t0) = eiH0(t−t0)e−iH(t−t0) . (1.4)

At the reference time t0, the two pictures coincide, but the evolution to t 6= t0 of the

operators and the states is different in the two pictures, although all the expectation values

are the same. Denote then the interaction picture fields, whose evolution is controlled by

the free Hamiltonian H0, as

φI(t, ~x) = eiH0(t−t0)φ(t0, ~x)e
−iH0(t−t0)

= field depending on free creation and annihilaton operators , (1.5)

and the Heisenberg picture fields, whose evolution is controlled by the full Hamiltonian

H, as

φ(t, ~x) = eiH(t−t0)φ(t0, ~x)e
−iH(t−t0)

= field depending on the full complication of interactions . (1.6)

The relation between these fields is:

φ(t, ~x) = U †(t, t0)φI(t, ~x)U(t, t0) . (1.7)

The states evolve with the operator U(t, t0) in the interaction picture and are time inde-

pendent in the Heisenberg picture.
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In order to be able to use efficiently the interaction picture, we need in practice to

express the evolution operator U(t, t0) in terms of the fields φI(x). To do so, we start

from the differential equation that this operator satisfies, which reads:

i
∂

∂t
U(t, t0) = HI(t)U(t, t0) , (1.8)

in terms of the interaction Hamiltonian in the interaction picture, which is a function of

the fields φI(x):

HI(t) = eiH0(t−t0)Hinte
−iH0(t−t0) . (1.9)

We can now solve this equation with the boundary condition U(t0, t0) = 1 by first con-

verting it to an integral equation and then solving this by infinite iteration. The result

can be expressed in a very compact form as a time-ordered product:

U(t, t0) = T exp

{

−i
∫ t

t0

dt′HI(t
′)

}

. (1.10)

This can be generalized to U(t2, t1) with arbitrary times, defined as

U(t2, t1) = eiH0(t2−t0)e−iH(t2−t1)e−iH0(t1−t0) . (1.11)

This satisfies the same differential equation with the boundary conditon U(t, t) = 1, and

its form in terms of the fields φI(x) reads:

U(t2, t1) = T exp

{

−i
∫ t2

t1

dt′HI(t
′)

}

. (1.12)

1.2 Correlation functions

The basic objects that one wants to compute are the correlation functions defined by the

vacuum expectation value of time-ordered products of fields:

〈φ(x1) · · ·φ(xn)〉 = 〈Ω|Tφ(x1) · · ·φ(xn)|Ω〉 . (1.13)

In order to compute these objects, we have to relate them to expectation values of the

fields φI(x) on the free vacuum |0〉, which can be easily computed. We need then to

express the fields φ(x) in terms of the field φI(x), and find a way to relate the vacuum |Ω〉
in terms of the free vacuum |0〉. This can be done by using the trick of acting on |Ω〉 with
the Heisenberg evolution operator e−iHT at very large times T , in a slightly imaginary

direction, in such a way to select its component along the lowest-lying free state |0〉. More

precisely, we take:

T → +∞(1− iǫ) . (1.14)

Using the completeness of the set of states |N〉 and the fact that |Ω〉 is among these the

one with lowest energy, one deduces that in this limit e−iHT = e−iEΩT |Ω〉〈Ω|. Applying

this kind of result to |0〉, one finds that:

|Ω〉 = eiEΩ(t0+T/2)

〈Ω|0〉 U(t0,−T/2)|0〉 , 〈Ω| = eiEΩ(T/2−t0)

〈0|Ω〉 〈0|U(T/2, t0) . (1.15)
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One computes then:

〈Ω|Ω〉 = eiEΩT

|〈Ω|0〉|2 〈0|U(T/2,−T/2)|0〉 , (1.16)

and

〈Ω|Tφ(x1) · · · φ(xn)|Ω〉 =
eiEΩT

|〈Ω|0〉|2 〈0|TφI(x1) · · · φI(xn)U(T/2,−T/2)|0〉 . (1.17)

Using the normalization condition 〈Ω|Ω〉 = 1, one finally deduces that the correlation

functions can be expressed as:

〈φ(x1) · · · φ(xn)〉 =
〈0|TφI(x1) · · · φI(xn) exp

{

−i
∫ T/2

−T/2
dtHI(t)

}

|0〉

〈0|T exp

{

−i
∫ T/2

−T/2
dtHI(t)

}

|0〉
. (1.18)

Note moreover that the value of the vacuum energy EΩ can be deduced from the T -

dependent exponent in the expression for 〈Ω|Ω〉, and takes the form:

EΩ =
i

T
log 〈0|T exp

{

−i
∫ T/2

−T/2
dtHI(t)

}

|0〉 . (1.19)

1.3 Diagrammatics

Expanding the exponential of the evolution operator and using Wick’s theorem, one can

evaluate the correlation functions in a perturbative expansion in powers of the coupling

λ, leading to Feynman diagrams. The result is that:

〈0|T exp

{

−i
∫ T/2

−T/2
dtHI(t)

}

|0〉 = exp

(

sum of

disc. diag.

)

, (1.20)

〈0|TφI(x1) · · ·φI(xn) exp
{

−i
∫ T/2

−T/2
dtHI(t)

}

|0〉 =
(

sum of conn.

diag. with xi

)

exp

(

sum of

disc. diag.

)

.

It follows then that

〈φ(x1) · · ·φ(xn)〉 =
(

sum of conn.

diag. with xi

)

, (1.21)

and also that

EΩ =
i

T

(

sum of

disc. diag.

)

. (1.22)

1.4 Asymptotic states and S-matrix

In order to compute cross sections, we need to define asymptotic in and out states cor-

responding to isolated particles of definite momentum and polarization in the far past
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and far future of a collision event. In the Heisenberg description, these states are time-

independent, but they are labelled by the eigenvalues of time-dependent operators like ~P

or ~S. In the interaction picture, instead, these states are genuinely time-dependent, but

their labels are not. In any case, there can be a non-trivial overlap between given in and

out states, and this can be viewed as the matrix element of a unitary scattering operator

S between states defined at a common time:

out〈p1, · · · , pn|k1, · · · km〉in = 〈p1, · · · , pn|S|k1, · · · km〉 . (1.23)

One usually parametrizes the S operator as

S = 1 + iT . (1.24)

The transition amplitudesM(ki, pf ) are then defined by excluding the trivial identity part

and factorizing out the δ-function enforcing energy-momentum conservation:

〈p1, · · · , pn|iT |k1, · · · km〉 = iM(ki, pf ) (2π)
4δ(4)

(

∑

f

pf −
∑

i

ki

)

. (1.25)

Finally, observable quantities like decay rates and cross sections, are defined out of the

square of the sum of all the relevant amplitudes M , with a suitable kinematical factor.

In order to compute these S-matrix elements, one has to somehow relate asymptotic

states to free particle states. More precisely, they are identified with free states but

with intrinsic parameters describing the particles that are modified by interactions. In

particular, one needs to introduce a field strength normalization constant Z 6= 1 and

a corrected mass m 6= m0, as well as a corrected coupling λ 6= λ0. These are most

properly defined by the spectral decomposition of the exact Fourier-transformed Feynman

propagator. This representation of D̃(p) is obtained by inserting a complete set of states

in its definition and rewriting it as

D̃(p) =

∫ +∞

0

dM2

2π

iρ(M2)

p2 −M2 + iǫ
, (1.26)

in terms of the following spectral function describing the distribution of the states |N〉
with energies m2

N in the rest frame:

ρ(M2) =
∑

N

(2π)δ(M2 −m2
N )|〈N |φ(0)|Ω〉|2 . (1.27)

This function has a very particular analytic structure. It has an isolated pole in corre-

spondence of the single-particle state and a branch cut starting at the threshold for the

continuum of multi-particle states, so that:

D̃(p) =
iZ

p2 −m2 + iǫ
+

∫ +∞

m2
T

dM2

2π

iρ(M2)

p2 −M2 + iǫ

−→
p2→m2

iZ

p2 −m2 + iǫ
, (1.28)

where

Z =
∣

∣

∣
〈1|φ(0)|Ω〉

∣

∣

∣

2

= probability that φ creates the particle from the vacuum . (1.29)
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This means that asymptotic states are defined by including the resummed effects of 1PI

insertions in the propagator. More precisely:

= + + + · · ·

=
i

p2 −m2
0

+
i

p2 −m2
0

(−i)Π(p2) i

p2 −m2
0

+ · · ·

=
i

p2 −m2
0 −Π(p2)

.

p p p p p p
1PI

p p
1PI 1PI

(1.30)

In order for this to reproduce the structure of the 1-particle pole in the propagator, one

identifies then:

m2 = m2
0 +Π(m2) , Z =

1

1−Π′(m2)
. (1.31)

One can now obtain the S-matrix elements between m and n particle states from a

suitable limit of the (m+n)-point correlation function in momentum space. More precisely,

taking the limit where all the momenta go on the mass-shell of one-particle states, one

finds:

〈φ̃(p1) · · · φ̃(pn)φ̃(−k1) · · · φ̃(−km)〉 −→

k2
i → m2

i

p2f → m2
f

∏

i

i
√
Zi

k2i −m2
i + iǫ

∏

f

i
√

Zf

p2f −m2
f + iǫ

〈p1, · · · , pf |iT |k1, · · · , ki〉 . (1.32)

Reversing this relation and going back to coordinate space, one obtains then the LSZ

reduction formula

〈p1, · · · , pn|iT |k1, · · · , km〉 =
∏

i

∫

d4xi e
−ikixi

�xi+m2
i√

Zi

∏

f

∫

d4yf e
ipfyf

�yf+m2
f

√

Zf

im+n〈φ(y1) · · · φ(yn)φ(x1) · · ·φ(xm)〉 . (1.33)

The S-matrix depends thus only on the most singular part of the corresponding cor-

relation function, which coincides with the fully connected part. It is in fact equal to

the residue of the term involving all the external particle poles, times a numerical factor

given by the product of the square-roots of the field-strength normalization factors for all

the external particles. This corresponds, modulo this field-strength normalizaton factor,

to the amputated correlation function where 1PI corrections on the external legs, which

have already been included in the definition of asymptotic states, is discarded. Finally,

we have thus:

〈p1, · · · , pn|iT |k1, · · · , km〉 =
∏

i

√

Zi
∏

f

√

Zf

(

sum of fully conn. and

amput. diag. with ki, pf

)

. (1.34)

8



1.5 Renormalization

In order to cope with UV divergences, one needs to regularize the theory by introducing

some finite cut-off. One needs then to renormalize the theory by reexpressing all the phys-

ical amplitudes in terms of some physical parameters, defined out of the 1PI correlation

functions. These physical parameters depend on the bare parameters as well as the cut-off.

In renormalizable theories, this proceedure allows to eliminate any explicit dependence on

the cut-off in the physical amplitudes. It is then possible to formally remove the cut-off

by keeping the physical parameters fixed to values that are matched with experimental

inputs. The crucial parameters include the field-strength normalization Z, the mass m

and all the interaction couplings λ. The non-trivial Z can then be reabsorbed in the

definition of a renormalized field, which has a propagator with a pole at the physical mass

m with unit residue:

φ = Z1/2φr . (1.35)

The S-matrix elements are then given by the fully connected and amputated correlation

functions of renormalized fields, without any field-strength factor.

In practical calculations, it is very useful to use the so-called renormalized perturbation

theory. This is defined by starting from the bare Lagrangian, which for the simplest case

of self-interacting scalar field theories is of the type:

L =
1

2
∂µφ∂

µφ− 1

2
m2

0 φ
2 − 1

4!
λ0 φ

4 . (1.36)

One reexpresses then the bare field φ in terms of the renormalized field φr, and splits

the Lagrangian into a part with the same form as the original but with feld-strength

normalized to 1 and physical mass m and coupling λ, plus a residual set of counter-terms.

More precisely, one gets:

L = Lr +∆L , (1.37)

with

Lr =
1

2
∂µφr∂

µφr −
1

2
m2φ2r −

1

4!
λφ4r , (1.38)

∆L =
1

2
∆Z ∂µφr∂

µφr −
1

2
∆m φ

2
r −

1

4!
∆λ φ

4
r , (1.39)

where the counter-terms take the form:

∆Z = Z − 1 , ∆m = m2
0Z −m2 , ∆λ = λ0Z

2 − λ . (1.40)

These counter-terms are finally determined order by order in perturbation theory to en-

force the renormalization conditions defining the physical mass m and couplings λ, and

allow to reabsorb all the divergences.

A first wide class of regularizations is based on the idea of cutting off divergent integrals

at some very large momentum scale Λ. The simplest way is to sharply cut off the integrals

at Λ, but there exist refinements of this method, like the Pauli-Villars regularization,
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which consist in smoothly deforming the propagators appearing in the integrands in such

a way to give them a fastly vanishing behavior beyond Λ. One finds then two types of

integrals, after analytic continuation to Euclidean space by Wick rotation. The first are

the omnipresent logarithmically divergent integrals, for example of the type:

∫

d4pE
(2π)4

1

(p2E +∆)2
=

1

(2π)4
1

2

∫

dΩ4

∫ Λ2

0
dp2E

p2E
(p2E +∆)2

=
1

(2π)4
π2
(

log
Λ2

∆
− 1
)

=
1

(4π)2

(

log
Λ2

∆
− 1
)

. (1.41)

There are also quadratically divergent integrals, which give:

∫

d4pE
(2π)4

1

(p2E +∆)
=

1

(2π)4
1

2

∫

dΩ4

∫ Λ2

0
dp2E

p2E
(p2E +∆)

=
1

(2π)4
π2
(

Λ2 −∆ log
Λ2

∆

)

=
1

(4π)2

(

Λ2 −∆ log
Λ2

∆

)

. (1.42)

Another convenient regularization is based on the idea of analytically continuing the

momentum integrals to a lower dimension d = 4−2 ǫ, where they are convergent, and take

then ǫ to be small. It is often convenient to compensate the change in the dimensions of

fields and couplings through some arbitrary energy scale µ̃, in such a way to recover the

usual dimensional analysis. The logarithmically divergent integral gives then:

∫

ddpE
(2π)d

µ̃4−d

(p2E +∆)2
=

µ̃4−d

2(2π)d

∫

dΩd

∫

dp2E
pd−2
E

(p2E +∆)2
=

µ̃4−d

(2π)d
πd/2

Γ(d/2)

Γ(d/2)Γ(2−d/2)
∆2−d/2

=
1

(4π)d/2
Γ(2− d/2)

(∆

µ̃2

)d/2−2

=
1

(4π)2
Γ(ǫ)

( ∆

4πµ̃2

)−ǫ
. (1.43)

The quadratically divergent integral yields instead:

∫

ddpE
(2π)d

µ̃4−d

(p2E +∆)
=

µ̃4−d

2(2π)d

∫

dΩd

∫

dp2E
pd−2
E

(p2E +∆)
=

µ̃4−d

(2π)d
πd/2

Γ(d/2)

Γ(d/2)Γ(1−d/2)
∆1−d/2

=
1

(4π)d/2
∆Γ(1− d/2)

(∆

µ̃2

)d/2−2

=
1

(4π)2
∆Γ(−1 + ǫ)

( ∆

4πµ̃2

)−ǫ
. (1.44)

The function Γ(x) has poles at x = 0,−1,−2, · · · , and around 0 and −1 one has:

Γ(ǫ) =
1

ǫ
− γ , Γ(−1 + ǫ) = −

(1

ǫ
− γ + 1

)

. (1.45)

It follows then that:
∫

ddpE
(2π)d

µ̃4−d

(p2E +∆)2
=

1

(4π)2

(1

ǫ
− γ + log

4πµ̃2

∆

)

=
1

(4π)2

(

log
Λ̃2

∆

)

, (1.46)
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and

∫

ddpE
(2π)d

µ̃4−d

(p2E +∆)
= − 1

(4π)2
∆
(1

ǫ
− γ + 1 + log

4πµ̃2

∆

)

= − 1

(4π)2
∆
(

log
Λ̃2

∆
+ 1
)

, (1.47)

where

Λ̃ =
√
4πe−γ/2 e1/(2ǫ)µ̃ . (1.48)

The above formulae show how dimensional regularization can be compared to cut-off

regularizations. It works more or less like if there was an effective cut-off given by Λ̃.

However, whereas the logarithmic divergences take exactly the same form as with a true

cut-off regularization, the quadratic divergences disappear.

1.6 Vacuum amplitude and generating functional

Consider the vacuum to vacuum amplitude in the presence of an external current J(x)

acting as a source for every field φ(x):

Ẑ[J ] = 〈Ω|Ω〉J = 〈Ω|T exp

{

i

∫

d4xJ(x)φ(x)

}

|Ω〉 . (1.49)

More explicitly, this can be computed as:

Ẑ[J ] =

〈0|T exp

{

− i

∫

d4x

(

HI(x)− J(x)φI(x)

)}

|0〉

〈0|T exp

{

− i

∫

d4xHI(x)

}

|0〉
. (1.50)

One can then consider the numerator of this expression on its own, since the denominator

is given by the same expression with J = 0, and finally define:

Z[J ] = 〈0|T exp

{

− i

∫

d4x

(

HI(x)− J(x)φI(x)

)}

|0〉 . (1.51)

It is obvious that this quantity is by construction the generating functional of all the

general correlation functions:

Z[J ] = generating functional for general correlation functions . (1.52)

This means that:

〈φ(x1) · · · φ(xn)〉 =
(−i)n
Z[J ]

δnZ[J ]

δJ(xi) · · · δJ(xn)

∣

∣

∣

∣

J=0

. (1.53)
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1.7 Vacuum energy and connected generating functional

Consider next the functional defined by the phase of the vacuum to vacuum amplitude

Z[J ], namely:

W [J ] = −i logZ[J ] . (1.54)

This is interpreted as the energy of the vacuum in the presence of the source J(x), times

the total evolution time T :

EΩ[J ] = − 1

T
W [J ] . (1.55)

In particular, the vacuum energy for the original theory is given by:

EΩ = − 1

T
W [J ]

∣

∣

∣

∣

J=0

. (1.56)

The first functional derivative of W [J ] defines the classical expectation value of the field

φ(x) in the presence of the source J(x):

δW [J ]

δJ(x)
= − i

Z[J ]

δZ[J ]

δJ(x)
=

〈Ω|φ(x)|Ω〉J
〈Ω|Ω〉J

=

〈Ω|Tφ(x) exp
{

i

∫

d4xJ(x)φ(x)

}

|Ω〉

〈Ω|T exp

{

i

∫

d4xJ(x)φ(x)

}

|Ω〉

= φcl(x) . (1.57)

Setting J = 0, one obtains the 1-point function:

δW [J ]

δJ(x)

∣

∣

∣

∣

J=0

= 〈φ(x)〉 . (1.58)

The second derivative produces:

δ2W [J ]

δJ(x)δJ(y)
= − i

Z[J ]

δ2Z[J ]

δJ(x)δJ(y)
+

i

Z[J ]2
δZ[J ]

δJ(x)

δZ[J ]

δJ(y)

= i

( 〈Ω|φ(x)φ(y)|Ω〉J
〈Ω|Ω〉J

− 〈Ω|φ(x)|Ω〉J
〈Ω|Ω〉J

〈Ω|φ(y)|Ω〉J
〈Ω|Ω〉J

)

. (1.59)

Setting J = 0, one obtains the connected 2-point function, which is identified with the

exact propagator:

δ2W [J ]

δJ(x)δJ(y)

∣

∣

∣

∣

J=0

= i
(

〈φ(x)φ(y)〉 − 〈φ(x)〉〈φ(y)〉
)

= i〈φ(x)φ(y)〉conn

= iD(x, y) . (1.60)

Proceeding in a similar way for higher-order derivatives, it turns out that W [J ] can

be identified as the generating functional of all the fully connected correlation functions:

W [J ] = generating functional for connected correlation functions . (1.61)

More precisely, this means that:

〈φ(x1) · · · φ(xn)〉conn = −in+1 δnW [J ]

δJ(x1) · · · δJ(xn)

∣

∣

∣

∣

J=0

. (1.62)
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1.8 Effective action and 1PI generating functional

Consider finally the Legendre transform of the vacuum energy W [J ] with respect to φcl(x)

viewed as a function of J(x) obtained by inverting the relation φcl(x) = δW [J ]/δJ(x). In

order for this inverse relation to exist at least as a formal series expansion, we assume that

for J = 0 the connected 1-point function δW [J ]/δJ(x) takes some value 〈φ(x)〉 whereas

the connected 2-point function δ2W [J ]/(δJ(x)δJ(y)) takes a non-zero value iD(x, y) 6= 0.

The effective action is then defined as:

Γ[φcl] =W [J ]−
∫

d4xJ(x)φcl(x) , (1.63)

where

φcl(x) =
δW [J ]

δJ(x)
. (1.64)

With this definition, the first functional derivative of Γ[φcl] gives the current:

δΓ[φcl]

δφcl(x)
=
δW [J ]

δφcl(x)
−
∫

d4y
δJ(y)

δφcl(x)
φcl(y)− J(x)

=

∫

d4y
δW [J ]

δJ(y)

δJ(y)

δφcl(x)
−
∫

d4y
δJ(y)

δφcl(x)
φcl(y)− J(x)

= −J(x) . (1.65)

Setting now J = 0, which by the above definitions implies φcl = 〈φ〉, one deduces that the
expectation value 〈φ〉 satisfies the Euler-Lagrange equations derived by extremizing the

effective action Γ:

δΓ[φcl]

δφcl(x)

∣

∣

∣

∣

φcl=〈φ〉

= 0 . (1.66)

The second derivative of Γ[φcl] also has a special meaning. Indeed, one has:
∫

d4z
δ2W [J ]

δJ(x)δJ(z)

δ2Γ[φcl]

δφcl(z)δφcl(y)
=

∫

d4z
δφcl(z)

δJ(x)

δ2Γ[φcl]

δφcl(z)δφcl(y)

=
δ2Γ[φcl]

δJ(x)δφcl(y)
= − δJ(y)

δJ(x)

= −δ(4)(x− y) . (1.67)

Setting then J = 0 and φcl = 〈φ〉, the factor δ2W [J ]/(δJ(x)δJ(z)) becomes the connected

2-point function, which is identified with the exact propagator, and this relations becomes:
∫

d4z D(x, z)
δ2Γ[φcl]

δφcl(z)δφcl(y)

∣

∣

∣

∣

φcl=〈φ〉

= i δ(4)(x− y) . (1.68)

This means that the second derivative of the effective action yields the inverse of the

propagator, which is the exact kinetic operator and can be identified with the 1PI two-

point function:

δ2Γ[φcl]

δφcl(x)δφcl(y)

∣

∣

∣

∣

φcl=〈φ〉

= iD−1(x, y) . (1.69)
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Proceeding in a similar way for higher-order derivatives, it turns out that the effective

action Γ is actually recognized to be the generating functional of all the 1PI correlation

functions:

Γ[φcl] = generating functional for 1PI correlation functions . (1.70)

More precisely, this means that:

〈φ(x1) · · · φ(xn)〉1PI = i
δnΓ[φcl]

δφcl(x1) · · · δφcl(xn)

∣

∣

∣

∣

φcl=〈φ〉

. (1.71)

1.9 Path-integral representation

The path-integral representation of quantum field theory is defined in the Schrödinger pic-

ture, as in quantum mechanics, by treating the field at each spatial point as an independent

canonical variable, which becomes an operator φS(~x). In the coordinate representation,

one considers the eigenstates |ϕ〉 of the field operators φS(~x) with eigenvalues ϕ(~x). The

time evolution of states is determined by

U(t) = e−iHt . (1.72)

This is also the time-dependent unitary transformation that relates the Schrödinger and

the Heisenberg pictures, and the fields in the Heisenberg picture are obtained from those

of the Schrödinger picture as:

φ(t, ~x) = U(t)†φS(~x)U(t) . (1.73)

The basic object to consider is the evolution kernel 〈ϕb|U(tb − ta)|ϕa〉. This can be

computed as a functional integral over all the possible paths for the field variable φ(x),

weighted by a phase involving the classical action and with the boundary conditions that

φ(ta, ~x) = ϕa(~x) and φ(tb, ~x) = ϕb(~x):

〈ϕb|U(tb − ta)|ϕa〉 =
∫

Dφ exp

{

i

∫ tb

ta

dt′L(t′)

}

. (1.74)

To find the representation of the vacuum expectation values and correlation functions,

we use the same trick as in the operatorial formulation and consider the evolution over

very large and slightly imaginary times:

T → +∞(1− iǫ) . (1.75)

The vacuum states can then be obtained as

|Ω〉 = eiEΩT/2

〈Ω|ϕa〉
U(T/2)|ϕa〉 , 〈Ω| = eiEΩT/2

〈ϕb|Ω〉
〈ϕb|U(T/2) . (1.76)

One computes then:

〈Ω|Ω〉 = eiEΩT

〈Ω|ϕa〉〈ϕb|Ω〉
〈ϕb|U(T )|ϕa〉 , (1.77)
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and

〈Ω|Tφ(x1) · · · φ(xn)|Ω〉 =
eiEΩT

〈Ω|ϕa〉〈ϕb|Ω〉
〈ϕb|TφS(x1) · · ·φS(xn)U(T )|ϕa〉 . (1.78)

Using the normalization condition 〈Ω|Ω〉 = 1, one finally deduces that the correlation

functions can be expressed as:

〈φ(x1) · · · φ(xn)〉 =

∫

Dφφ(x1) · · · φ(xn) exp
{

i

∫ T/2

−T/2
dtL(t)

}

∫

Dφ exp

{

i

∫ T/2

−T/2
dtL(t)

}
. (1.79)

The vacuum energy, defined by the T -dependent exponent in the expression for 〈Ω|Ω〉,
becomes instead:

EΩ =
i

T
log

∫

Dφ exp

{

i

∫ T/2

−T/2
dtL(t)

}

. (1.80)

Finally, the basic generating functional Z[J ] can be computed as:

Z[J ] =

∫

Dφ exp

{

i

∫

d4x
(

L(x) + J(x)φ(x)
)

}

. (1.81)
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2 Path integral and quantum effective action

2.1 Saddle-point evaluation of the effective action

The effective action Γ[φcl] contains the full information about the quantum dynamics of

a theory, in the sense that all the correlation functions of the quantum theory, with their

full loop corrections, are reproduced as simple tree-level correlations computed from it. It

is therefore of great importance to understand the systematics of its computation. This

proceeds by first evaluating Z[J ], then deducing its phase W [J ], and finally finding the

Legendre transform with respect to φcl(x) = δW [J ]/δJ(x) to find Γ[φcl].

The starting point is the classical Lagrangian, rewritten in terms of the renormalized

field φr. This can be split into a renormalized part Lr involving the physical parameters

and a counter-term part ∆Lr containing the counter-terms:

L[φr] = Lr[φr] + ∆L[φr] . (2.1)

We then introduce the external current J and similarly split it into a first term Jr and an

additional counter-term ∆J :

J(x) = Jr(x) + ∆J(x) . (2.2)

The part Jr is defined to enforce the definition of φcl at the lowest order in perturbation

theory, namely:

δSr[φr]

δφr(x)

∣

∣

∣

∣

φr=φcl

= −Jr(x) . (2.3)

The counter-term ∆J is instead fixed by enforcing order by order in perturbation theory

the definition of φcl, namely φcl(x) = 〈φ(x)〉Jr+∆J .

To proceed, we consider the functional Z[J ] and write it as follows in terms of the

above decompositions:

Z[J ] =

∫

Dφ exp

{

i

∫

d4x
(

Lr[φr(x)]+Jr(x)φr(x)+∆L[φr(x)]+∆J(x)φr(x)
)

}

.(2.4)

The leading contribution to this path-integral comes from the classical field configuration

φcl(x). We can then evaluate the exact integral as a saddle-point expansion, corresponding

to a loop expansion in powers of ~, by writing:

φr(x) = φcl(x) + η(x) . (2.5)

We can now expand in powers of the fluctuation η(x) the action arising in the path integral.
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For the first two terms in the action, we find:

∫

d4x
(

Lr[φr(x)] + Jr(x)φr(x)
)

=

∫

d4x
(

Lr[φcl(x)] + Jr(x)φcl(x)
)

+

∫

d4x η(x)

(

δSr[φr]

δφr(x)

∣

∣

∣

∣

φr=φcl

+ Jr(x)

)

+
1

2

∫

d4x

∫

d4y η(x)η(y)
δ2Sr[φr]

δφr(x)δφr(y)

∣

∣

∣

∣

φr=φcl

+ · · · . (2.6)

The term linear in η cancels by the classical equation of motion, and one is thus left with

a quadratic term plus self-interaction vertices for the field η:

∫

d4x
(

Lr[φr(x)] + Jr(x)φr(x)
)

=

∫

d4x
(

Lr[φcl(x)] + Jr(x)φcl(x)
)

+

∫

d4x

∫

d4y
1

2
η(x)

(

δ2Sr
δφr2

[φcl](x, y)

)

η(y)

+ self-interaction vertices in η . (2.7)

For the last two terms in the action, which represent the various counter-terms, we have

similarly:

∫

d4x
(

∆L[φr(x)] + ∆J(x)φr(x)
)

=

∫

d4x
(

∆L[φcl(x)] + ∆J(x)φcl(x)
)

+

∫

d4x η(x)
(δ∆Sr[φr]

δφr(x)

∣

∣

∣

∣

φr=φcl

+∆J(x)
)

+
1

2

∫

d4x

∫

d4y η(x)η(y)
δ2∆Sr[φr]

δφr(x)δφr(y)

∣

∣

∣

∣

φr=φcl

+ · · · . (2.8)

The linear term in η represents a tadpole and must be adjusted to vanish, in such a

way that 〈η(x)〉J = 0 and therefore 〈φr〉J = φcl, as assumed. The other terms act as

counter-terms for the self-interaction vertices and thus:
∫

d4x
(

∆L[φr(x)] + ∆J(x)φr(x)
)

=

∫

d4x
(

∆L[φcl(x)] + ∆J(x)φcl(x)
)

+ counter-terms for vertices in η . (2.9)

Putting everything together, one arrives finally at the following expression for the gener-

ating functional Z[J ]:

Z[J ] = exp

{

i

∫

d4x
(

Lr[φcl(x)] + Jr(x)φcl(x) + ∆L[φcl(x)] + ∆J(x)φcl(x)
)

}

∫

Dη exp

{

iS̃[η] + i∆S̃[η]

}

, (2.10)
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where:

S̃[η] =

∫

d4x

∫

d4y
1

2
η(x)

(

δ2Sr
δφr2

[φcl](x, y)

)

η(y) + vertices , (2.11)

∆S̃[η] = counter-terms . (2.12)

At this stage, we are left with the evaluation of a path-integral for a field η with a

quadratic term plus self-interaction vertices. The inverse of the operator appearing in the

quadratic term defines a propagator for the field η, which is given by:

D(x, y) = −i
(

δ2Sr
δφr2

)−1

[φcl](x, y) . (2.13)

Neglecting the interactions completely, the path-integral over η is Gaussian and can be

computed explicitly. It yields a negative or positive power of the determinant of the kinetic

operator, depending one whether the fields are bosonic or fermionic, which corresponds

to the resummation of all the 1-loop diagrams:

det∓1/2

(

− δ2Sr
δφr2

[φcl]

)

= exp

{

∓ 1

2
tr log

(

− δ2Sr
δφr2

[φcl]

)}

. (2.14)

Treating the interactions in perturbation theory, one finds then an expansion in Feynman

diagrams, starting with 2-loop vacuum bubbles. These can be shown to exponentiate, as

usual, so that finally one obtains:

∫

Dη exp

{

iS̃[η]+i∆S̃[η]

}

= exp

{

∓ 1

2
tr log

(

− δ2Sr
δφr2

[φcl]

)

+

(

sum of

conn. diag.

)}

.(2.15)

Using the above result, the final form of the generating functional Z[J ] takes explicitly

the form Z[J ] = exp{iW [J ]}, and W [J ] can be identified with:

W [J ] =

∫

d4x
(

Lr[φcl(x)] + Jr(x)φcl(x) + ∆L[φcl(x)] + ∆J(x)φcl(x)
)

± i

2
tr log

(

− δ2Sr
δφr2

[φcl]

)

− i

(

sum of

conn. diag.

)

. (2.16)

Finally, to compute the effective action we need to perform the Legendre transform of this

expression:

Γ[φcl] =W [J ]−
∫

d4xJ(x)φcl(x) . (2.17)

Recalling that J = Jr+∆J , this just cancels all the terms of W [J ] that depend explicitly

on the external current, and one is left with the following simple result:

Γ[φcl] = Sr[φcl]±
i

2
tr log

(

− δ2Sr
δφr2

[φcl]

)

− i

(

sum of

conn. diag.

)

+∆S[φcl] . (2.18)

As expected, the effective action does finally depend explicitly only on φcl. It is given by

the sum of the tree-level classical action, a 1-loop correction written in closed form, plus

and infinite series of higher-loop corrections that can only be computed diagrammatically,

using the propagator and the vertices derived above for the fluctuation field η.
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2.2 Effective vertices and effective potential

The general form of the effective action consists of the standard two-derivative kinetic

term multiplied by some non-trivial wave-function factor, an effective potential without

derivatives, and in general also an infinite series of higher-derivative corrections:

Γ[φcl] =

∫

d4x
(

Zeff [φcl]∂µφcl∂
µφcl − Veff [φcl] + higher-der.

)

. (2.19)

The effective potential Veff is a particularly interesting quantity, especially for the issue of

symmetries, since constant vacuum expectation values are determined by minimizing it. It

can be deduced from the effective action computed for constant φcl, which is proportional

to it times the total volume of space-time V T :

Veff [φcl] = − 1

V T
Γ[φcl]

∣

∣

∣

∣

φcl=const.

. (2.20)

When computing Γ[φcl] for constant φcl, the trace over states also involves an integral over

space-time of the zero-modes implied by translational invariance, which provides a factor

of the space-time volume V T which cancels the one in the above formula.

The effective action encodes the full quantum dynamics of the theory in a classical

language, in the sense that the full loop-corrected value of any S-matrix element can be

obtained by using the effective action Γ and computing only tree-level diagrams. This is

a consequence of the fact that the effective action Γ is the generating functional of all the

1PI correlation functions. Calling these Γ(n)(x1, . . . , xn), this means that:

Γ[φcl] =
i

2

∫

d4x1

∫

d4x2 Γ
(2)(x1, x2)φcl(x1)φcl(x2)

+
i

3!

∫

d4x1

∫

d4x2

∫

d4x3 Γ
(3)(x1, x2, x3)φcl(x1)φcl(x2)φcl(x3)

+ · · · . (2.21)

For the effective potential, corresponding to the zero-derivative term in the effective action,

one finds a similar expansion, with constant effective vertices V
(n)
eff :

Veff [φcl] =
1

2

∫

d4xV
(2)
eff φ2cl(x) +

1

3!

∫

d4xV
(3)
eff φ3cl(x) + · · · . (2.22)

In other words, the effective action and the effective potential contain all the effective

vertices among the fields φcl which are induced by quantum fluctuations through loops,

respectively at any momentum and at zero-momentum.

2.3 Symmetry breaking and Goldstone theorem

As already mentioned, the effective potential is the quantity controlling the way in which

a global symmetry of the theory is realized. This may be respected by the vacuum, and

thus linearly realized, or spontaneously broken by the vacuum, and therefore non-linearly

realized. The parameter distinguishing between the two options is simply the vacuum
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expectation value of the field φcl obtained by minimizing Veff . If this is leads to a non-zero

value of the field transformation law, then the symmetry is broken, whereas otherwise,

the symmetry is preserved.

Using the effective potential, it is possible to prove Goldstone’s theorem in full gener-

ality at the quantum level, in a very simple and intuitive way which parallels the classical

argumentation. Consider for this an infinitesimal symmetry transformation of the type:

φcl → φcl + α∆(φcl) . (2.23)

If this is a symmetry of the theory, the effective potential must be invariant:

Veff(φcl + α∆(φcl)) = Veff(φcl) . (2.24)

For infinitesimal α, this implies that at any point φcl one should have:

∆(φcl)V
′(φcl) = 0 . (2.25)

Differentiating then this equation with respect to φcl, one obtains a condition involving

the second derivative of the potential:

∆(φcl)V
′′(φcl) + ∆′(φcl)V

′(φcl) = 0 . (2.26)

Consider now the particular point 〈φcl〉 which minimizes V (φcl). At that point the

potential is by definition stationary, and thus:

V ′(〈φcl〉) = 0 . (2.27)

The second derivative of the potential at this point gives instead the squared mass for small

fluctuations around the vacuum, which must be semi-positive definite for metastability:

V ′′(〈φcl〉) = m2 ≥ 0 . (2.28)

Finally, the quantity ∆(〈φcl〉) is the order parameter controlling the spontaneous breaking

of the symmetry by the vacuum, since it is non-zero if and only if the vacuum is not

invariant under symmetry transformations:

∆(〈φcl〉) = ρ . (2.29)

Applying the above-derived general relation involving the second derivative of the

potential at the particular point 〈φcl〉, one finally finds:

ρm2 = 0 . (2.30)

This means that whenever ρ 6= 0, the squared mass matrix m2 must necessarily have a

flat direction, corresponding to a massless mode. Schematically:

ρ 6= 0 ⇒ m = 0 . (2.31)
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For more general situations involving several symmetries, the mass matrix must have

one independent flat direction for each independent continuous symmetry that is sponta-

neously broken, leading to equally many massless Goldstone bosons.

It may happen that the tree-level potential has a minimum which preserves the sym-

metry, but that taking into account quantum corrections one finds an effective potential

whose minimum breaks the symmetry. One then says that spontaneous symmetry break-

ing occurs radiatively, in the sense that it is induced by quantum effects.

2.4 Leading quantum corrections and determinants

We have seen that the leading quantum corrections to the effective action are encoded

in the spectrum of the operator governing the propagation of fluctuations around the

configuration φcl(x). To illustrate how this correction can be computed, let us first consider

simple scalar field theories with non-derivative interactions. The leading classical part of

the action has then the form:

Γ0[φcl] =

∫

d4x

(

1

2
∂µφcl(x) ∂

µφcl(x)−
1

2
m2φ2cl(x)−

1

4!
λφ4cl(x)

)

. (2.32)

The 1-loop correction to the effective action is then

Γ1[φcl] =
i

2
tr log

(

�+m2 +
λ

2
φ2cl

)

+∆1S

=
i

2
tr log

[(

�+m2

)(

1 +
λ

2
(� +m2)−1φ2cl

)]

+∆1S

=
i

2
tr log

(

�+m2

)

+
i

2
tr log

(

1 +
λ

2
Dφ2cl

)

+∆1S . (2.33)

In order to evaluate these traces, we can consider the continuous basis of plane waves

with definite momentum p, and view the operators as infinite-dimensional matrices in this

space. The first term is the Gaussian path-integral for a free particle. This amounts to

an irrelevant constant field-independent contribution, which can be dropped. The second

term can be expanded by using:

log(1− x) = −
∑

n

xn

n
. (2.34)

In this way one finds, making more explicit also the structure of the counter-terms:

Γ1[φcl] = const.−
∑

n

i

2n
tr

(

−λ

2
Dφ2cl

)n

+
1

2
∆1
Z ∂µφcl∂

µφcl −
1

2
∆1
m φ

2
cl −

1

4!
∆1
λ φ

4
cl . (2.35)

Diagrammatically, this corresponds to sum up all the 1-loop diagrams with an arbitrary

number n of vertices between the fluctuation field η and the background field φcl, which

is λ/2φ2clη
2, including counter-terms:
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Γ1[φcl] = const. + + + · · ·

+ + + .
∆1
Z ∆1

m ∆1
λ

(2.36)

The n-th diagram has a symmetry factor 1/n, correctly reproducing the coefficient in the

Taylor expansion of the logarithm, because one can rotate the n interactions cyclically

without changing the diagram. The only divergences come from the diagrams with 1 and

2 vertices, and can be reabsorbed in the counter-terms. The diagrams with 3 and more

vertices are instead all finite.

The effective potential is computed by considering the effective action for constant

configurations for φcl, and is given by

V 1
eff(φcl) = − i

2
tr′ log

(

�+M2(φcl)
)

+∆1V . (2.37)

where tr′ denotes the trace over non-zero modes and M(φcl) is a mass depending on the

constant background field:

M2(φcl) = m2 +
λ

2
φ2cl . (2.38)

This can be evaluated explicitly, because the trace over plane wave states boils down to a

simple momentum integral, as a consequence of the lack of any coordinate dependence. It

is convenient to perform an analytic continuation to Euclidean space and use dimensional

regularization. Recalling that for small α one has Γ(α) ∼ α−1, one finds:

tr′ log
(

�+M2(φcl)
)

= i

∫

ddpE
(2π)d

log
(

p2E +M2(φcl)
)

= −i ∂
∂α

∫

ddpE
(2π)d

(

p2E +M2(φcl)
)−α

∣

∣

∣

∣

α=0

(2.39)

= −i ∂
∂α

(

1

(4π)d/2
Γ(α− d/2)

Γ(α)

(

M2(φcl)
)d/2−α

)∣

∣

∣

∣

α=0

= −i Γ(−d/2)
(4π)d/2

(

M2(φcl)
)d/2

. (2.40)

One can use this result to write down the 1-loop contribution to the effective potential.

Introducing an arbitrary scale µ̃ to restore ordinary dimensions and setting d = 4 − 2 ǫ,

one finds:

V 1
eff(φcl) = −1

2
µ̃4−d

Γ(−d/2)
(4π)d/2

(

M2(φcl)
)d/2

+
1

2
∆1
m φ

2
cl +

1

4!
∆1
λ φ

4
cl

= − 1

2(4π)2
M4(φcl)Γ(−2 + ǫ)

(M2(φcl)

4πµ̃2

)−ǫ
+

1

2
∆1
m φ

2
cl +

1

4!
∆1
λ φ

4
cl . (2.41)

Taking finally the limit ǫ→ 0 and using:

Γ(−2 + ǫ) =
1

2

(1

ǫ
− γ +

3

2

)

, (2.42)
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one finds:

V 1
eff(φcl) = − 1

4(4π)2
M4(φcl)

(1

ǫ
− γ +

3

2
+ log

4πµ̃2

M2(φcl)

)

+
1

2
∆1
m φ

2
cl +

1

4!
∆1
λ φ

4
cl

= − 1

4(4π)2
M4(φcl)

(3

2
+ log

Λ̃2

M2(φcl)

)

+
1

2
∆1
m φ

2
cl +

1

4!
∆1
λ φ

4
cl , (2.43)

where

Λ̃ =
√
4πe−γ/2 e1/(2ǫ)µ̃ . (2.44)

2.5 World-line formalism

It is possible to rewrite the expression for the 1-loop contribution to the effective action

in a way which allows a very useful interpretation in terms of first quantized relativistic

particles. We will illustrate the point for scalar fields, but the same idea can be generalized

to any kind of field.

Consider a free spin-less relativistic point-particle of mass m. This is described by a

world-line action proportional to the relativistic interval accumulated along the particle

trajectory in space-time:

S = −m
∫

dτ
√

ηµν q̇µq̇ν . (2.45)

This expression is, as it should, invariant under reparametrizations of the proper-time,

τ → f(τ), and depends only on the length measured with the Minkowski metric. In

practice, however, it is not very convenient to use, because of the square root. Moreover,

the canonical momentum is given by:

πµ = −m q̇µ
√

ηαβ q̇αq̇β
. (2.46)

This leads to a constraint:

−πµπµ +m2 = 0 . (2.47)

As a result, the naive Hamiltonian is trivial, H = πµq̇
µ − L = 0, and the dynamics is

actually governed by the constraint. At the quantum level, where πµ → i∂µ, this correctly

leads to the Klein-Gordon equation for the wave-function.

A more convenient formulation of the same theory can be obtained by introducing an

auxiliary field e to rewrite the action in a quadratic form:

S = −1

2

∫

dτ
[

e−1ηµν q̇
µq̇ν + em2

]

. (2.48)

The field e appears without derivative in the action, and it is therefore an auxiliary field.

Its value is completely fixed by its equation of motion, and yields back the original action:

e =

√

ηµν q̇µq̇ν

m
. (2.49)
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One has exactly the same dynamics as before. The constraint comes now from the equation

of motion of the auxiliary field, which before simplification has the form −πµπµ+m2 = 0

with πµ = −e−1q̇µ. In this new formulation, the reparametrization symmetry is realized

in a more geometric way, with the field e playing the role of a world-line metric. The

corresponding transformations are τ → f(τ), qµ(τ) → qµ(f(τ)) and e(τ) → ḟ(τ)e(f(τ)),

and leave the action invariant. The corresponding conserved quantity is a sort of world-

line energy and reads T = −πµπµ +m2. The fact that Ṫ = 0 ensures that the constraint

T = 0 is preserved by the dynamics.

We can now use the new action in a different way, by eliminating the auxiliary field

e through a gauge fixing of the reparametrization symmetry, rather than through its

equations of motion. In this way, no constraint is left and both the Lagrangian and

the Hamiltonian become non-trivial and quadratic. A convenient gauge choice for our

purposes here is to set

e = 2 . (2.50)

Plugging this into the Lagrangian, and performing an analytic continuation to Euclidean

space, we find then the following very simple Lagrangian:

L̂ =
1

4
q̇2E −m2 . (2.51)

This resembles now to the action for a non-relativistic particle in 4 Euclidean space di-

mensions, of the form L̂ = (m̂/2)q̇2E − V̂ (qE), with a fixed mass parameter m̂ = 1/2 and

a constant potential V̂ = m2. The corresponding Hamiltonian is then given simply by

Ĥ = p2E/(2 m̂) + V̂ , or:

Ĥ = −�E +m2 . (2.52)

Consider now the evolution operator U(τ) = e−iτĤ associated to this free particle and

construct the corresponding evolution kernel, or propagator. This is given by a path-

integral with suitable boundary conditions qE(τa) = qEa and qE(τb) = qEb:

〈qEb|e−i(τb−τa)Ĥ |qEa〉 =
∫

b.c.
DqE exp

{

i

∫ τb

τa

dτ ′ L̂[qE(τ
′)]

}

. (2.53)

It is now clear that the object that must be relevant for a closed loop is the sum of all the

diagonal elements of this propagator, or in other terms the trace of the evolution operator.

This is given by a path-integral with periodic boundary conditions qE(−τ/2) = qE(τ/2).

Making also an analytic continuation to Euclidean time τ → −iτ , one finds then:

tr
[

e−τĤ
]

=

∫

p.b.c.
DqE exp

{

−
∫ τ/2

−τ/2
dτ ′
(1

4
q̇2E(τ

′) +m2
)

}

. (2.54)

This is the amplitude for the particle to freely propagate around a closed loop with Eu-

clidean proper time τ . Clearly, in order to relate this to the 1-loop effective action of the

corresponding quantum field theory, it is necessary to figure out how the external field

φcl affects the propagation of the particle, and also somehow to integrate over all possible
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τ ∈ [0,∞[. But how this should be done precisely can of course not be inferred from this

simple first quantized approach

In order to find a precise representation of the 1-loop contribution to the effective

action in terms of the partition function Z[τ ] of a first quantized particle, we can use the

following identity:

log(x) =

∫ ∞

0

dτ

τ

(

e−τ − e−τx
)

. (2.55)

Using this representation, and making an analytic continuation to Euclidean space, we

can then rewrite the 1-loop contribution to the effective action as

Γ1[φcl] = − 1

2
tr log

(

−�E +m2 +
λ

2
φ2cl

)

+∆1S

= const. +
1

2

∫ ∞

0

dτ

τ
tr exp

{

−τ
(

−�E +m2 +
λ

2
φ2cl

)

}

+∆1S . (2.56)

With this trick, we have thus transformed the logarithm into a suitable integrated expo-

nential, and we are left with the problem of evaluating the trace of the exponential of

an operator. This can be interpreted as the evolution operator for a first-quantized point

particle, as expected. More precisely, we see that we can rewrite the result as:

Γ1[φcl] = const. +
1

2

∫ ∞

0

dτ

τ
Z[τ ] + ∆1S , (2.57)

in terms of the partition function

Z[τ ] = tr e−τĤ , (2.58)

defined with the Hamiltonian

Ĥ = −�E +m2 +
λ

2
φ2cl(qE) . (2.59)

The appropriate integration measure is thus found to be dτ/τ . This reproduces the

logarithmic structure of the quantum field theory effective action, which as we have seen

is linked to the peculiar symmetry factors associated to the diagrams that are resummed.

The appropriate Hamiltonian has instead a field dependent mass. This reproduces the

correct vertex with the external field.

According to our general discussion, we would now like to interpret this partition func-

tion in terms of a non-relativistic point particle in 4 Euclidean space dimensions. Compar-

ing the above expression with the general form of the Hamiltonian Ĥ = −�E/(2m̂)+V̂ (qE)

for a particle of mass m̂ subject to a potential V̂ (qE), we deduce that the mass and the po-

tential that should be attributed to the first-quantized particle are given by m̂ = 1/2 and

V̂ (qE) = m2+(λ/2)φ2cl(qE). The corresponding classical Lagrangian L̂ = (m̂/2) q̇2E−V̂ (qE)

reads then:

L̂ =
1

4
q̇2E −m2 − λ

2
φ2cl(qE) . (2.60)
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The partition function Z[τ ] = tr[e−τĤ ] can be computed either operatorially, from the

spectrum of the Hamiltonian, or with a functional integral with Euclidean time and peri-

odic boundary conditions q(−τ/2) = q(τ/2):

Z[τ ] =

∫

p.b.c
Dq exp

{

−
∫ τ/2

−τ/2
dτ ′
(1

4
q̇2E(τ

′) +m2 +
λ

2
φ2cl(qE(τ

′))
)

}

. (2.61)

For arbitrary coordinate-dependent field configurations for φcl, this partition function can

not be computed exactly, but this formulation can still be useful, because it becomes

possible to use semi-classical approximation methods, like the WKB method.

For constant coordinate-independent field configurations φcl, we can look at the effec-

tive potential, which is given by:

V 1
eff [φcl] =

1

2
tr′ log

(

−�E +M2(φcl)

)

+∆1V

= const.− 1

2

∫ ∞

0

dτ

τ
tr′ exp

{

−τ
(

−�E +M2(φcl)
)

}

+∆1V , (2.62)

where

M2(φcl) = m2 +
λ

2
φ2cl . (2.63)

Performing the same manipulations as before, this can be rewritten as:

V 1[φcl] = const.− 1

2

∫ ∞

0

dτ

τ
Z ′[τ ] + ∆1V , (2.64)

in terms of the partition function

Z ′[τ ] = tr′ e−τĤ , (2.65)

defined with the Hamiltonian

Ĥ = −�E +M2(φcl) . (2.66)

The effect of the constant external field is therefore accounted by a deformed mass for the

point particle, and the corresponding Lagrangian is:

L̂ =
1

4
q̇2E −M2(φ2cl) . (2.67)

The partition function Z ′[τ ] = tr′[e−τĤ ] can then be computed either operatorially or

through a path-integral with Euclidean time, periodic boundary conditions and zero-

modes omitted:

Z ′[τ ] =

∫

p.b.c
no z.m.

Dq exp

{

−
∫ τ/2

−τ/2
dτ ′
(1

4
q̇2E(τ

′) +M2(φcl)
)

}

. (2.68)

In this case, the computation is very simple. Proceeding operatorially with a basis of

plane waves with definite momentum, one finds:

Z ′[τ ] =

∫

ddpE
(2π)d

exp
{

−τ
(

p2E +M2(φcl)
)}

=
(

4πτ
)−d/2

e−τM
2(φcl) . (2.69)
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It follows that:
∫ ∞

0

dτ

τ
Z ′[τ ] = (4π)−d/2

∫ ∞

0
dτ τ−1−d/2 e−τM

2(φcl)

=
Γ(−d/2)
(4π)d/2

(

M2(φcl)
)d/2

. (2.70)

Finally, introducing as before an arbitrary scale µ̃ to switch back to ordinary dimensions,

we recover the correct expression for the effective potential:

V 1
eff(φcl) = −1

2
µ̃4−d

Γ(−d/2)
(4π)d/2

(

M2(φcl)
)d/2

+
1

2
∆1
m φ

2
cl +

1

4!
∆1
λ φ

4
cl . (2.71)

As we already saw, setting d = 4− 2ǫ, taking ǫ → 0 and defining Λ̃ =
√
4πe−γ/2 e1/(2ǫ) µ̃,

one can finally rewrite this result as:

V 1
eff(φcl) = − 1

4(4π)2
M4(φcl)

(3

2
+ log

Λ̃2

M2(φcl)

)

+
1

2
∆1
m φ

2
cl +

1

4!
∆1
λ φ

4
cl . (2.72)
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3 Renormalization group and running couplings

3.1 Renormalization at an arbitrary scale

In renormalized perturbation theory, the bare Lagrangian is split into a renormalized

Lagrangian plus a set of counter-terms. These are then fixed order by order in pertur-

bation theory by imposing some renormalization conditions on 1PI correlation functions

corresponding to potentially divergent quantities. For generality, we shall impose such

conditions at some arbitrary renormalization scale µ, assigning a particular value to these

basic 1PI couplings at the point where all the momenta pi are space-like and of order

µ. The counter-terms will then consist of a divergent part, which compensates the diver-

gences arising in the loop integrals of the other diagrams, and a finite part depending on

µ. Our basic aim is to study the dependence of physical quantities on this scale µ.

As the simplest example, we shall consider as usual a self-interacting scalar theory.

The renormalized Lagrangian is defined in terms of the renormalized field

φ = Z1/2φr , (3.1)

and takes the form:

L = Lr +∆L , (3.2)

with

Lr =
1

2
∂µφr∂

µφr −
1

2
m2φ2r −

1

4!
λφ4r , (3.3)

∆L =
1

2
∆Z ∂µφr∂

µφr −
1

2
∆mφ

2
r −

1

4!
∆λ φ

4
r , (3.4)

where the conter-terms have the following structure:

∆Z = Z − 1 , ∆m = m2
0Z −m2 , ∆λ = λ0Z

2 − λ . (3.5)

In this simple example, the relevant 1PI couplings are the 2-point function Π(p2) and the

4-point function Γ(s, t, u), where s = (p1 + p2)
2, t = (p1 − p3)

2 and u = (p1 − p4)
2 are the

usual Mandelstam variables:

= −iΠ(p) , = −iΓ(s, t, u) .
p p

1PI
p1 p3

p2 p4
1PI (3.6)

One can then impose the following general renormalization conditions:

Π(−µ2) = 0 , (3.7)

Π′(−µ2) = 0 , (3.8)

Γ(−µ2,−µ2,−µ2) = λ . (3.9)
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These conditions define the renormalized theory at the scale µ by imposing that at that

momentum scale the propagator takes the form i/(p2 −m2) whereas the quartic coupling

is equal to λ. Notice that with these generalized renormalization conditions, the pole of

the propagator is no longer at p2 = m2, and moreover the residue at the pole is no longer

equal to 1. This means that the parameter m differs now from the physical mass, although

it can be related to it order by order in perturbation theory. Moreover, when extracting

S-matrix elements from renormalized Green function by LSZ reduction, one must take

into account the non-trivial residue at the pole.

Notice that one can in principle perform any additional finite rescaling ξ of the renor-

malized fields, without affecting the physical S-matrix elements. Indeed, under the

transformation φr → ξφr, a generic n-point Green function will simply get rescaled as

G(n) → ξnG(n). Moreover, the residue of the pole in the propagator will be rescaled by

ξ2. Then, when computing S-matrix elements as amputated Green-function obtained by

factorizing two-point functions for each external leg near the mass-shell, and multiplying

by the square-root of the pole residues, all the ξ factors cancel out. As a result, the

S-matrix is independent of ξ.

3.2 Dimensionless couplings

Consider first the case of a renormalizable theory with massless fields and interactions

governed by dimensionless couplings. At the classical level, such a theory is scale invariant.

At the quantum level, however, it ceases to be so. This is due to the fact that in order to

define the theory we have to regulate it, and this unavoidably involves the introduction

of some mass scale which breaks this symmetry. In other words, the regularization does

not preserve the symmetry, and as a results the physical predictions of the theory depend

somehow on the scale. This phenomenon falls into the general category of quantum

anomalies, which we will study later on.

The starting point of the analysis is the observation that the renormalization conditions

that we have imposed involve an arbitrary scale µ, a corresponding numerical coupling

λ and implicitly also some canonical field-strength normalization factor ξ, taken to be 1.

We could then have equally well defined the theory at a different scale µ′, with a different

numerical coupling λ′ and a different field-strength normalization ξ′. In order for this to

be the same theory, however, the relation between λ′, ξ′ and λ, ξ is fixed by the relation

between µ′ and µ, since the 1PI vertices used in the renormalization conditions depend on

the momentum scale. This suggests that a given theory is associated with a continuous

family of equivalent (µ, λ, ξ). Correspondingly, the renormalized Green functions will have

a dependence on the quantities µ, λ and ξ that is actually constrained.

The scaling identity satisfied by renormalized correlation functions can be easily de-

duced by recalling their definition and their relation to the bare correlation functions. The

renormalized Green functions are defined with the renormalized fields and depend on the

scale µ and the coupling λ:

Gr(x1, · · · , xn;µ, λ) = 〈φr(x1) · · ·φr(xn)〉 . (3.10)
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The bare Green functions, on the other hand, are defined with the bare fields and depend

on the bare coupling λ0:

G(x1, · · · , xn;λ0) = 〈φ(x1) · · · φ(xn)〉 . (3.11)

The relation between bare and renormalized fields is φ(x) = Z1/2φr(x), where Z depends

on the scale µ. One deduces then that:

Gr(x1, · · · , xn;µ, λ) = Z−n/2G(x1, · · · , xn;λ0) . (3.12)

The apparently trivial relation contains in fact all the information we are after. The left-

hand side depends on the renormalization scale µ, the coupling λ and the field-strength

normalization ξ, and is finite. The right hand side, on the other hand, depends instead

on the bare coupling λ0 and the field-strength renormalization Z, which depend on the

cut-off. It also depends on the scale µ, but only through Z. Their equality fixes then the

structure of the relative dependence on the parameters (µ, λ, ξ) resulting from the renor-

malization procedure of pushing all of the cut-off dependence into the bare parameters.

More precisely, the trajectories of parameters (µ, λ, ξ) defining the same theory through

different renormalization conditions are determined by requiring that the bare Green-

function should be invariant under infinitesimal transformations µ→ µ+ δµ, λ→ λ+ δλ

combined with Z → Z + δZ, done at fixed values for the bare coupling λ0. Starting from

the inverted relation

G(x1, · · · , xn;λ0) = Zn/2Gr(x1, · · · , xn;µ, λ) , (3.13)

one deduces then that:

(

δµ
∂

∂µ
+ δλ

∂

∂λ
+ δZ

∂

∂Z

)(

Zn/2Gr(x1, · · · , xn;µ, λ)
)

= 0 . (3.14)

Working out the derivative with respect to Z and multiplying by Z−n/2, one arrives at:

(

δµ
∂

∂µ
+ δλ

∂

∂λ
+
n

2

δZ

Z

)

Gr(x1, · · · , xn;µ, λ) = 0 . (3.15)

Finally, multiplying by µ/δµ, and rewriting ratios of differentials as derivatives taken at

constant value for the bare coupling, one arrives at the Callan-Symanzik equation:

(

µ
∂

∂µ
+ β

∂

∂λ
+ n γ

)

Gr(x1, · · · , xn;µ, λ) = 0 , (3.16)

where:

β = µ
∂λ

∂µ
=

∂λ

∂ log µ
, (3.17)

γ =
1

2

µ

Z

∂Z

∂µ
=
∂ log

√
Z

∂ log µ
. (3.18)

The quantities β and γ are the same for every n, and must be independent of the points

xi. They must also be finite and independent of the cut-off, since the equation applies to
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renormalized Green functions which are finite. By dimensional analysis, they can then only

be some universal functions of the coupling λ. In fact, we see from the above equations

that they can be interpreted as the rate of change in λ and log
√
Z which are needed to

compensate the effect of a variation of the scale µ.

The above equation can be generalized in a straightforward way to any renormalizable

theory involving several fields φi and only dimensionless couplings λa. For a correlation

functions involving n generically different fields one finds then:

(

µ
∂

∂µ
+
∑

a

βa
∂

∂λa
+

n
∑

k=1

γik

)

Gi1···inr (x1, · · · , xn;µ, λa) = 0 . (3.19)

where the β-function of each coupling and the γ-function of each field are defined as before:

βa = µ
∂λa
∂µ

=
∂λa
∂ log µ

, (3.20)

γi =
1

2

µ

Zi

∂Zi
∂µ

=
∂ log

√
Zi

∂ log µ
. (3.21)

3.3 Computation of the renormalization group functions

Let us now illustrate how the functions β and γ associated to each coupling and to each

field can be computed in perturbation theory as power series in the renormalized couplings.

In general, these can be extracted from the counter-terms, which are computed order by

order by imposing the renormalization conditions. What matters is the µ-dependence

arising from the finite parts of these terms. However, this is essentially fixed by the

coefficient of µ-independent divergences, due to the logarithmic nature of divergences.

At a given order n in perturbation theory, the contribution to β is suppressed by at least

one power of the coupling with respect to the contribution to γ. One can then first deduce

the order-n contribution to γ by considering the connected 2 point function for the field

and using the Callan-Symanzik equation for it where β is approximated with its expression

at the previous order n− 1. Once the order n value of γ has been determined in this way,

one can deduce the order n contribution to β by considering the connected correlation

function corresponding to the vertex and applying the Callan-Symanzik equation for it

with the previously computed order n value of γ.

At the leading order in perturbation theory, the procedure is particularly simple. It is

best illustrated by considering the simplest case of a self-interacting scalar theory. This

has actually an accidental simplification, due to the fact that the only 1-loop diagram

contributing to the 2-point function is a tadpole which turns out to be a momentum-

independent constant. This implies that there is no need of wave-function counter-term

at this order and that the function γ actually vanishes at leading order. But we shall

ignore this here and display only the structure of the results. We will also assume that

m = 0, since we want to study only the dimensionless coupling λ. This condition needs to

be enforced order by order by adjusting the mass counter-term ∆m, but in the following

discussion we will completely ignore anything having to do with m.
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Now, no matter what regularization is used, the dependence on any combination ∆

of squared momentum can only arise in combination with the cut-off Λ, and is actually

proportional to log(Λ2/∆). It is then possible to derive β and γ from the coefficients of

these logarithmic divergences, which are easier to compute than full finite amplitudes. In

dimensional regularization, this statement is also true, with the cut-off being effectively

identified with Λ̃, and the coefficients of the terms log(Λ̃2/∆) are seen to be simply the

coefficients of the 1/ǫ poles.

To determine the function γ, we consider the connected 2-point function. This has the

following structure, where A,C ∼ O(λ):

G
(2)
r (p) = + +

=
i

p2
+

i

p2

(

−iA p2 log Λ2

−p2 − i C p2
) i

p2
+

i

p2

(

ip2∆Z

) i

p2

=
i

p2

[

1 +
(

A log
Λ2

−p2 + C −∆Z

)]

=
i

p2

[

1 +
1

p2
Π(p2)

]

.

p p p p
1L

p p

∆Z

(3.22)

The renormalization condition Π′(−µ2) = 0 fixes the counter-term ∆Z to:

∆Z = A log
Λ2

µ2
+ C −A . (3.23)

Using the definition of γ with Z = 1 +∆Z , one finds:

γ =
1

2
µ
∂∆Z

∂µ
= −A . (3.24)

Finally, the finite renormalized 2-point function can be rewritten in terms of γ and is given

by the following expression:

G(2)
r (p, µ, λ) =

i

p2

(

1−A log
−p2
µ2

+A
)

=
i

p2

(

1 + γ log
−p2
µ2

− γ
)

. (3.25)

It satisfies the Callan-Symanzik equation at leading order in λ:

(

µ
∂

∂µ
+ 2 γ

)

G(2)
r (p, µ, λ) = 0 . (3.26)

To determine the function β, we consider next the connected 4-point function. Let us

focus for simplicity on the dependence on the overall scale p̄2 of the three invariants s, t

and u, and discard the dependence on their ratios, which affects only finite terms. One

finds then the following structure, where A,C ∼ O(λ) and B,D ∼ O(λ2):
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G
(4)
r (pi) = + +

+ + + perm.

=
∏

i

i

p2i

[

− iλ+
(

−iB log
Λ2

−p̄2 − iD
)

− i∆λ

−i λ
∑

i

(

A log
Λ2

−p2i
+C

)

− i λ
∑

i

(

−∆Z

)]

= −i
∏

i

1

p2i

[

λ+
(

B log
Λ2

−p̄2 +D +∆λ

)

+ λ
∑

i

(

A log
Λ2

−p2i
+ C −∆Z

)]

= −i
∏

i

1

p2i

[

Γ(s, t, u) + λ
∑

i

1

p2i
Π(p2i )

]

.

p1 p3

p2 p4

p1 p3

p2 p4
1L

p1 p3

p2 p4∆λ

p1

p3

p2 p4

1L p1
p3

p2 p4

∆Z

(3.27)

The renormalization condition Γ(−µ2,−µ2,−µ2) = λ fixes the counter-term ∆λ to:

∆λ = −B log
Λ2

µ2
−D . (3.28)

Using then the definition of β with λ = λ0 −∆λ + 2λ0∆Z , one finds:

β = −µ∂∆λ

∂µ
+ 2λ0 µ

∂∆Z

∂µ
= −2B − 4λA . (3.29)

Finally, the finite renormalized 4-point function can be expressed in terms of γ and β, and

is given by the following expression:

G(4)
r (pi, µ, λ) = −i

∏

i

1

p2i

(

λ−B log
−p̄2
µ2

− λA
∑

i

log
−p2i
µ2

+ 4λA
)

= −i
∏

i

1

p2i

(

λ+
β − 4λγ

2
log

−p̄2
µ2

+ λ γ
∑

i

log
−p2i
µ2

− 4λ γ
)

. (3.30)

It is straightforward to verify that it satisfies the Callan-Symanzik equation at leading

order in λ2:

(

µ
∂

∂µ
+ β

∂

∂λ
+ 4 γ

)

G(4)
r (pi, µ, λ) = 0 . (3.31)

3.4 Running couplings

The Callan-Symanzik equation for the n-point function G(n)(pi) can be formally solved in

an exact way. This allows to obtain very useful information on the exact trajectory of the

renormalization flow. It will be useful to parametrize the flow from the renormalization
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scale µ at which the theory is defined to some arbitrary typical momentum scale p in

terms of a scale factor defined as:

t = log
p

µ
. (3.32)

The point t = 0 corresponds to the renormalization scale µ at which the couplings λ is

defined, whereas t > 0 and t < 0 correspond respectively to higher and lower energy scales.

Consider the connected n-point function in momentum space, with all the momenta

taken to be space-like and of the order of p. Taking into account the n Fourier transforms

and the momentum conservation δ-function in its definition from the coordinate space,

this has dimension dn = n − 4n + 4 = 4 − 3n. We can then rewrite it as a prefactor

involving dn powers of the momentum and a function of the dimensionless scale factor t

and the dimensionless coupling λ:

G(n)
r (p, λ) = pdn g(n)

(

t, λ
)

. (3.33)

The Callan-Symanzik equation can then be rewritten for g(n) with the term µ∂/∂µ be-

coming now −∂/∂t:
( ∂

∂t
− β(λ)

∂

∂λ
− n γ(λ)

)

g(n)(t, λ) = 0 . (3.34)

The general form of the solution of this equation can now be found in two steps, with the

method of characteristics, by first solving the equation without the term depending on γ

and then constructing the general solution of the full equation in terms of an arbitrary

solution of the simpler equation.

It turns out that the basic building blocks of the general solution depend on a running

coupling λ̄(t) and a running field-strength normalization ξ̄(t). These are defined as the

solutions of the ordinary differential equations

dλ̄(t)

dt
= β(λ̄(t)) ,

d log ξ̄(t)

dt
= γ(λ̄(t)) , (3.35)

with the boundary conditions

λ̄(0) = λ , ξ̄(0) = 1 . (3.36)

The implicit solution for λ̄(t) can be obtained by integrating the corresponding equation

between the initial point (0, λ) and an arbitrary point (t, λ̄). This gives:

∫ λ̄

λ

dλ′

β(λ′)
=

∫ t

0
dt′ ⇒ λ̄(t) = λ̄(t, λ) . (3.37)

Once this is known, the solution for ξ̄(t) is obtained by simply integrating the correspond-

ing equation between (0, 1) and (t, ξ̄(t):

ξ̄(t) = exp

{
∫ t

0
dt′ γ(λ̄(t′))

}

. (3.38)
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Let us now see how the general solution of the Callan-Symanzik equation can be con-

structed by using these two functions.

The first step is to solve the simpler and universal equation obtained by dropping the

non-derivative term involving γ:
( ∂

∂t
− β(λ)

∂

∂λ

)

f(t, λ) = 0 . (3.39)

Now, it turns out that λ̄(t) = λ̄(t, λ) satisfies this equation when considered as a function

of both t and λ. This can be easily verified by taking derivatives with respect to t and

λ of the integrated equation for λ̄. As a consequence, the general solution of the above

equation is a generic function depending on t and λ only through λ̄(t):

f(t, λ) = f(λ̄(t)) . (3.40)

The second step is to construct the general solution of the full equation including the

term depending on γ. This turns out to be the product of an arbitrary solution f (n)(λ̄(t))

of the simpler equation that we just studied and the n-th power of the running scale factor

ξ̄(t):

g(n)(t, λ) = f (n)(λ̄(t)) ξ̄(t)n

= f (n)(λ̄(t)) exp

{

n

∫ t

0
dt′ γ(λ̄(t′))

}

. (3.41)

Indeed, since both f (n)(λ̄(t)) and γ(λ̄(t)) satisfy the simpler equation, one computes

( ∂

∂t
− β(λ)

∂

∂λ

)

g(n)(t, λ) = n g(n)(t, λ)
( ∂

∂t
− β(λ)

∂

∂λ

)

∫ t

0
dt′ γ(λ̄(t′))

= n g(n)(t, λ)

(

γ(λ̄(t))−
∫ t

0
dt′ β(λ)

∂γ

∂λ
(λ̄(t′))

)

= n g(n)(t, λ)

(

γ(λ̄(t))−
∫ t

0
dt′

∂γ

∂t′
(λ̄(t′))

)

= n g(n)(t, λ) γ(λ) . (3.42)

This implies finally that the Callan-Symanzik equation is indeed satisfied:
( ∂

∂t
− β(λ)

∂

∂λ
− n γ(λ)

)

g(n)(t, λ) = 0 . (3.43)

The above general solution of the Callan-Symansik equation for Green functions re-

stricts the way in which the exact Green function changes when the momentum scale at

which it is evaluated is changed from the renormalization scale p = µ to an arbitrary

momentum scale p′ = µ et. From the form of the general solution, we see that the effect of

the rescaling is extraordinarily simple, an can be entirely summarized in two effects. The

first is that the coupling λ should be replaced everywhere with the new coupling λ′ = λ̄(t)

at the momentum scale under consideration. The second is that the field-strength normal-

ization ξ = 1 should be replaced with the new value ξ′ = ξ̄(t) at the new scale. Finally,

we therefore have:

G(n)
r (p, µ, λ) = pdnf (n)(λ̄(t)) ξ̄(t)n . (3.44)
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Since for theories with only dimensionless couplings there are no other scales in the prob-

lem than the typical momentum scale p and the renormalization scale µ, the scaling

behavior in these two different variables can be identified. This means that the running

coupling and the running field-strength factor ξ̄(t) also represent the trajectories of equiv-

alent renormalization conditions, in the sense that points (µ′, λ′, ξ′) that are equivalent to

(µ, λ, ξ) are parametrized by

µ′ = µ et , λ′ = λ̄(t) , ξ′ = ξ̄(t) . (3.45)

In more general theories with several dimensionless couplings λa and several fields φi,

the situation is similar. The solution of the Callan-Symanzik equation can be constructed

exactly in the same way in terms of the running couplings and scale factors, defined by

the coupled differential equations:

dλ̄a(t)

dt
= βa(λ̄b(t)) ,

d log ξ̄i(t)

dt
= γi(λ̄b(t)) . (3.46)

3.5 Scheme dependence

The functions β and γ depend in principle on the renormalization scheme that is used

to define the theory. However, different renormalization schemes must correspond to

a change of parametrization in the couplings that are used to define the theory, and

once the functional relation between the couplings in two different schemes is known, the

corresponding β and γ functions can also be related.

An important result is that the coefficients of the first two terms in the perturbative

expansion of β are actually independent of the scheme choice. To show this, suppose that

we start from a scheme with coupling λ and β-function satisfying:

β(λ) =
∂λ

∂ log µ
. (3.47)

Switching to a different scheme corresponds to using a new coupling λ′, which is a function

of the original one: λ′ = λ′(λ). The new β′-function will then be:

β′(λ′) =
∂λ′

∂ log µ
=
∂λ′

∂λ

∂λ

∂ log µ

=
∂λ′

∂λ
β(λ) . (3.48)

At weak coupling, the relation between the couplings in the two renormalization schemes

may be expanded as:

λ′ = λ+ aλ2 +O(λ3) . (3.49)

The inverse relation has then the form:

λ = λ′ − aλ′2 +O(λ′3) . (3.50)
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It follows that the transformation matrix has the form:

∂λ′

∂λ
= 1 + 2 aλ+O(λ2) = 1 + 2 aλ′ +O(λ′2) . (3.51)

Suppose now that the β-function in the original scheme has a weak coupling expansion

with first few terms given by:

β(λ) = β1λ
2 + β2λ

3 +O(λ4) . (3.52)

The β′-function in the new scheme is then given by:

β′(λ′) =
∂λ′

∂λ
β(λ) =

[

1 + 2 aλ+O(λ2)
][

β1λ
2 + β2λ

3 +O(λ4)
]

=
[

1 + 2 aλ′ +O(λ′2)
][

β1λ
′2 +

(

β2 − 2 a β1
)

λ′3 +O(λ′4)
]

= β1λ
′2 + β2λ

′3 +O(λ′4) . (3.53)

This has indeed the same form as in the original scheme, as far as the first two leading

terms are concerned, independently of the parameter a describing the change of scheme

at leading order.

3.6 Effect of mass parameters

Let us now generalize the above analysis to theories involving dimensionful coupling con-

stants. We shall in particular focus on the effect of mass terms. Proceeding exactly as

before, we can use the relation between renormalized and bare Green-functions to deduce

the equation defining the continuous family of equivalent parameters (µ, λ,m2, ξ) defining

the same theory within a given renormalization scheme. The result is the generalized

Callan-Symanzik equation

(

µ
∂

∂µ
+ β

∂

∂λ
+ γmm

2 ∂

∂m2
+ n γ

)

Gr(x1, · · · , xn;µ, λ,m2) = 0 . (3.54)

where β and γ are given by the same expressions as before and

γm =
µ

m2

∂m2

∂µ
=
∂ logm2

∂ log µ
. (3.55)

The dimensionless quantities β, γ and γm must again be universal finite functions. How-

ever, in this case they depend in general not only on λ but also on m2/µ2. We see from

its definition that γm can be interpreted as the rate of change in logm2 which is needed

to compensate the effect of a variation of the scale µ. This looks similar to the fact that γ

is the rate of change needed in log
√
Z. In fact, one can view m2 as being a field-strength

renormalization associated to the composite operator Om = φ2, much in the same way as√
Z in the field-strength renormalization for the elementary field φ. The effect of the mass

parameter is then similar to the effect of a field-strength renormalization. This becomes

clear by imagining to expand the functional integral defining the correlation functions in

powers of m2. The correlation functions of the massive theory can then be computed
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as a sum of correlation functions of the massless theory involving a growing number of

additional insertions of the operator Om. The differential operator m
2∂/∂m2 counts then

simply the number of insertions of the mass operator Om.

One can reach an alternative treatment of the effect of the mass by translating the

dimensionful coupling m2 into a dimensionless coupling λm defined as:

λm =
m2

µ2
. (3.56)

With this change of variables, the dependence on m2 is traded with a dependence on

the dimensionless coupling λm plus some additional dependence on µ. More precisely,

m2∂/∂m2 becomes λm∂/∂λm and µ∂/∂µ becomes µ∂/∂µ − 2λm∂/∂λm. The Callan-

Symanzik equation can then be rewritten as

(

µ
∂

∂µ
+ β

∂

∂λ
+ βm

∂

∂λm
+ n γ

)

Gr(x1, · · · , xn;µ, λ, λm) = 0 , (3.57)

where

βm = (γm − 2)λm . (3.58)

Using the definition of γm with m2 = λmµ
2, one can rewrite γm = 2 + ∂ log λm/∂ log µ,

and therefore the βm is as expected given by:

βm = µ
∂λm
∂µ

=
∂λm
∂ log µ

. (3.59)

The dimensionless quantities β, γ and βm are now universal finite functions of the two

dimensionless couplings λ and λm. The function βm is interpreted as the rate of change in

the dimensionless coupling λm that is needed to compensate a change in µ, on the same

footing as β is the rate of change needed in λ.

It is now pretty obvious that the general solution to the Callan-Symanzik equation in

the presence of mass parameters will involve not only a running coupling and a running

field-strength normalization, but also a running mass parameter. The derivation of the

form of this solution is somewhat complicated by the fact that in general the functions β,

γ and γm depend both on the coupling λ and on the mass parameter through the ratio

m2/µ2. Using the formulation in which the mass is translated into a dimensionless coupling

λm besides λ, we see however that this simply amounts to having two running couplings

λ̄(t) and λ̄m(t) whose evolutions mix, with beta functions β and βm which depend on both

of the couplings. The running mass will then simply be given by m̄2(t) = λ̄m(t)µ
2.

3.7 Minimal subtraction schemes

Recall that in dimensional regularization, with d = 4−2 ǫ, an arbitrary scale µ̃ is naturally

introduced to compensate the slight change in dimensionality of couplings and fields. In

this way, the regularized loop integrals have the usual dimensions even for non-zero ǫ. As
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a result, a 1-loop logarithmically divergent integral depending on some combination ∆ of

squared momenta results in factors like:

Cdivergent =
1

(4π)2

(1

ǫ
− γ + log(4π) + log

µ̃2

∆

)

=
1

(4π)2
log

Λ̃2

∆
, (3.60)

where

Λ̃ =
√
4πe−γ/2 e1/(2ǫ)µ̃ . (3.61)

Imposing a renormalization condition at the scale µ, meaning ∆ = µ2, fixes then the

counter-terms in such a way that in the renormalized Green function the above divergent

quantity will be turned into:

Csubtracted =
1

(4π)2
log

µ2

∆
+ constant . (3.62)

We observe now that the same result can be obtained without imposing any precise renor-

malization condition at the scale µ, but rather using the prescription of fixing the arbitrary

scale µ̃ to be of the order of µ and subtracting the 1/ǫ pole. More precisely, the MS scheme

is defined by taking µ = µ̃ and removing the 1/ǫ factor, whereas the MS scheme is defined

by taking µ = µ̃ and removing instead the quantity 1/ǫ − γ + log(4π). These renormal-

ization schemes are very convenient to perform computations. However, due to the fact

that they are defined by a subtraction prescription and not true renormalization condi-

tions, they imply usually some extra work to relate the renormalized mass and coupling

to corresponding quantities defined in a more physical renormalization scheme.

For minimal subtraction schemes, the renormalization group equations can be defined

in a way which parallels the discussion done for more physically defined renormalization

schemes. The basic point is again that renormalized Green functions depend on µ but

are related to the bare Green-functions which do not, and it must therefore be possible

to compensate any change in µ by a change in λ, m2 and ξ. A important point is that

in these schemes the renormalization group functions β, γ and γm turn out to depend

only on λ. This is because they correspond to using counter-terms which have only the

minimal structure needed to cancel divergence and which do not carry any dependence on

the mass m. As we have seen, this property simplifies the solution of the Callan-Symanzik

equation.

3.8 Resummation of leading logarithms

One of the most important applications of the renormalization group differential equa-

tions is the resummation of higher-powers of logarithms occurring at higher-order in per-

turbation theory. These effects become important when evaluating amplitudes at typical

momenta p which are much higher or much lower than the renormalization scale µ, since

in that regime the logarithm t = log(p/µ) becomes large in absolute value. More precisely,

it turns out that using the running coupling obtained by solving its defining equation with

a perturbative approximation to the function β is equivalent to reorganize perturbation

theory in such a way to resum a series of dominant logarithmic corrections.
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To understand the point, let us consider again a prototype theory with a single coupling

λ. At the 1-loop level, the beta function has the structure:

β(λ) =
b

(4π)2
λ2 . (3.63)

Using this approximate result, the running coupling is found to be given by the following

expression:

λ̄(t) =
λ

1− b λ/(4π)2t
. (3.64)

Recalling the definition of t = log(p/µ), this means that:

λ̄(p) =
λ

1− b λ/(4π)2 log(p/µ)
= λ+

∞
∑

n=1

bn
λn+1

(4π)2n
logn

p

µ

= λ+ b
λ2

(4π)2
log

p

µ
+ b2

λ3

(4π)4
log2

p

µ
+ · · · . (3.65)

The first constant term in this expansion is just the scale-independent vertex, whereas

the first simple logarithm is recognized to capture the momentum dependence coming

from the 1-loop correction to the 1PI 4-point function. Clearly, the other terms involving

multiple logarithms must have something to do with higher loops. In fact, an n-loop

diagram involves n+1 vertices, giving a factor λn+1, and n momentum integrals, giving a

factor (4π)−2n. Moreover, a momentum dependence of the type logn(p/µ) can arise from

regions of the integrals where all the n loops momenta have different scales. Evidently, the

1-loop approximation to the running coupling resums the leading logarithmic behavior of

all the loop diagrams.

The remarkable thing about this resummation is that it improves significantly the

perturbative expansion for momenta p departing significantly from the scale µ at which

the coupling parameter λ is defined. Indeed, already at the 1-loop level, we see that

the effective coupling or expansion parameter is no longer λ by actually λ log(p/µ). This

means that even if λ was small at the scale µ, λ log(p/µ) might become big at the scale p if

this is not comparable to µ. The fact that the 1-loop running coupling resums a geometric

series in powers of this effective coupling opens up the possibility that λ̄(p) might actually

be small, even if λ log(p/µ) was big, providing us then with a better expansion parameter.

In fact, we see that when b > 0, λ̄(p) stays small for p < µ, even if λ log(p/µ) grows large.

Vice versa, when b < 0, λ̄(p) stays small for p > µ, even if λ log(p/µ) grows large.

The interpretation of the running coupling as a way to resum certain classes of large

logarithms can be extended to higher orders. It is possible to show that the running cou-

pling obtained by solving the renormalization group equations with the function β approx-

imated with its k-loop expression resums not only the leading logarithm λn+1 logn(p/µ)

arising at each loop order n, but also the first k − 1 subleading logarithms of the form

λn+1 logn−k+1(p/µ).

It is possible to understand rather intuitively the reason why a different coupling

λ̄(p) is better suited at a scale p which is different from the scale µ at which the theory
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is defined by imposing renormalization conditions. In order to use the renormalization

conditions to re-express bare quantities in terms of the renormalized quantities, we need

to evaluate the amplitude on which these conditions are imposed at the renormalization

scale µ. Since all the external momenta are of order µ, the loop integrals are effectively

cut-off at momentum scales µ, if one ignores the intrinsic divergences that can appear.

Forgetting these for a moment, since the physical interpretation of renormalization should

be independent of them, it is then clear that the renormalization conditions are sensitive

to degrees of freedom with a certain range of frequencies. Changing the renormalization

scale µ implies thus effectively a change in this range of wave-lengths. The lesson of

the renormalization group is that in order to avoid large logarithms, we should choose µ

to be of the order of the typical energy of the process to be studied. This means then

that we should effectively include in the definition of the theory degrees of freedom with

frequency up to µ. This is at the root of the connection with the Wilsonian approach to

renormalization.

The running coupling analysis shows that there exist two very different possible asymp-

totic behaviors, depending on the sign of β at weak-coupling. If β > 0 for small coupling,

then λ̄ is small in the IR and grows in the UV. But when the coupling increases, β may

possibly change behavior and go back to cross 0 at some value λ∗ of the coupling. When

increasing the scale from IR to UV, λ̄ slows then down and asymptotically stops its growth

when approaching this value λ∗. This corresponds to a UV fixed point. If instead β < 0

for small coupling, then λ̄ is small in the UV and grows in the IR. But again, when the

coupling increases, β may possibly change behavior and cross back 0 at some value λ∗ of

the coupling. When decreasing the scale from UV to IR, λ̄ flows then to the value λ∗.

This corresponds to an IR fixed point.

Close to a fixed-point λ∗ where β(λ∗) = 0, correlation functions display a critical

behavior with scaling laws that are characterized by the slope of β and the value of γ.

More precisely, for λ̄ close to λ∗, one has:

β(λ̄) ≃ β′∗(λ̄− λ∗) , γ(λ̄) ≃ γ∗ . (3.66)

In that region, the approximate solution to the differential equation defining the running

coupling is given by:

λ̄(t)− λ∗ ∼ eβ
′∗t . (3.67)

This implies that when p is very large or very small, depending on whether the fixed-point

is a UV or IR fixed-point, the running coupling λ̄ flows to λ∗ with a rate which is governed

by β′∗:

λ̄(p)− λ∗ ∼
( p

µ

)β′∗

. (3.68)

Moreover, in this asymptotic region where p is respectively very large or very small, the

integral yielding the exponent of the wave-function normalization factor ξ̄ is dominated

by the region where λ̄ is very close to λ∗, and γ(λ̄) is close to γ∗, giving:

ξ̄(t) ∼ eγ
∗t . (3.69)
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This means that the fields scale with an anomalous dimension given by γ∗:

ξ̄(p) ∼
( p

µ

)γ∗

(3.70)

As a consequence of these two results, the form implied by the Callan-Symanzik equa-

tion for the connected n-point function becomes a simple power law for asymptotic p

corresponding to the fixed-point:

G(n)(p, λ) ∼ pdn+nγ
∗

. (3.71)

In particular, the 2-point function behaves like

G(2)(p) ∼ p−2(1−γ∗) . (3.72)

3.9 Effective action

It is straightforward to derive scaling equations also for the effective action Γ[φcl]. To do

so, recall that it is actually the generating functional of the renormalized 1PI correlation

functions:

Γ[φcl] =

∞
∑

n=2

i

n!

∫

d4x1 · · ·
∫

d4xn Γ
(n)
r (x1, · · · , xn)φcl(x1) · · · φcl(xn) . (3.73)

The 1PI correlation functions, on the other hand, satisfy a Callan-Symanzik equation

which is very similar to the one satisfied by the connected Green functions. The only

difference is the power of Z entering the relation between bare and renormalized correlation

functions. Recalling the relation between connected and 1PI correlation functions, one

can verify that in this case one has:

Γ(n)
r (x1, · · · , xn;µ, λ) = Z+n/2Γ(n)(x1, · · · , xn;λ0) . (3.74)

The Callan-Symanzik equation is thus the same as before, except for a sign in the anoma-

lous dimension term:

(

µ
∂

∂µ
+ β

∂

∂λ
− nγ

)

Γ(n)
r (x1, · · · , xn, µ, λ) = 0 . (3.75)

Now, the effective action Γ[φcl] is a sum of terms where Γ(n) appears together with n

powers of φcl. As a consequence, it also satisfies a Callan-Symanzik equation, with a

field counting factor in front of the anomalous dimension that is given by the functional

derivative with respect to φcl. More precisely, one has:

(

µ
∂

∂µ
+ β

∂

∂λ
− γ

∫

d4xφcl(x)
δ

δφcl(x)

)

Γ[φcl, µ, λ] = 0 . (3.76)

Notice finally that the renormalization conditions are conditions on the value at the mo-

mentum scale µ of the lowest 1PI correlation functions, and these can be turned into

conditions on the value of some derivatives of the effective action at the field scale µ.
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4 Symmetry breaking and quantum corrections

4.1 The O(N) sigma model

Consider the theory of N scalar fields φi with a positive square mass m2 > 0 and a quartic

coupling λ respecting an O(N) rotation symmetry. The Lagrangian is given by:

L =
1

2
(∂µφ

i)2 − 1

2
m2(φi)2 − λ

4
[(φi)2]2

+
1

2
∆Z(∂µφ

i)2 − 1

2
∆m(φ

i)2 − 1

4
∆λ[(φ

i)2]2 . (4.1)

If m2 > 0, the classical potential has a minimum at φi = 0. The O(N) symmetry is then

preserved by the vacuum, and the N fluctuation fields φi around the vacuum have positive

squared mass m2. Quantum corrections are expected to respect this symmetry, and the 3

O(N) symmetric counter-terms should therefore be sufficient to renormalize the theory.

On the other hand, in the same model but with negative square mass m2 < 0, there

is a partial spontaneous symmetry breaking. The minimum of the classical potential is

degenerate and lies along an arbitrary field direction on the surface (φi)2 = −m2/λ. In

other words, φi = vi with (vi)2 = −m2/λ. The O(N) symmetry, which had N(N − 1)/2

generators, is then spontaneously broken down to an O(N − 1) symmetry, which has only

(N − 1)(N − 2)/2 generators, and there are N − 1 spontaneously broken symmetries.

The spectrum consists of N − 1 massless modes πa, a = 1, · · · , N − 1, in the directions

orthogonal to vi, corresponding to the Goldstone bosons, and one massive mode σ in the

direction parallel to vi with positive squared mass −2m2. Expanding the fields around

their vacuum expectation values, the Lagrangian is found to be:

L =
1

2
(∂µσ)

2 − 1

2

(

m2 + 3λv2
)

σ2 +
1

2
(∂µπ

a)2 − 1

2

(

m2 + λv2
)

(πa)2

−v
(

m2 + λv2
)

σ − λv
[

σ3 + σ(πa)2
]

+
λ

4

[

σ4 + σ2(πa)2 + [(πa)2]2
]

+
1

2
∆Z(∂µσ)

2 +
1

2
∆Z(∂µπ

a)2 − 1

2

(

∆m +∆λv
2
)

σ2 − 1

2

(

∆m + 3∆λv
2
)

(πa)2

−v
(

∆m +∆λv
2
)

σ −∆λv
[

σ3 + σ(πa)2
]

+
∆λ

4

[

σ4 + σ2(πa)2 + [(πa)2]2
]

, (4.2)

where:

v =

√

−m2

λ
. (4.3)

Due to the vacuum expectation value breaking O(N) to O(N − 1), there is a proliferation

of couplings, and correspondingly also of counter-terms. However, these couplings and

counter-terms are not all independent, but rather related to each other. In this situation,

only the O(N − 1) symmetry is manifest, and one may wonder whether the same limited

set of independent counter-terms can be sufficient to renormalize the theory. It turns out

that this is indeed the case, as we will see below. The reason for this is that divergences

have to do with the behavior in the far UV, where the symmetry is restored independently

of the IR behavior, where spontaneous symmetry breaking becomes effective.
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4.2 Diagrammatic computation of β, γ and γm

In the symmetric model with m2 > 0, the 1-loop behavior is rather easy to study. Indeed,

the Feynman rules are found to be the following:

i j =
i

p2 −m2
δij ,

i j

k l
= −2iλ (δijδkl + δikδjl + δilδjk) ,

i j
∆Z

= ip2∆Z δ
ij , i j

∆m
= −i∆m δ

ij ,

i j

k l∆λ

= −2i∆λ (δ
ijδkl + δikδjl + δilδjk) .

(4.4)

The propagator correction is easily computed and is found to be given by the following

simple diagram:

i j
=

1

2
(−2iλ)(N + 2) δij

∫

ddpE
(2π)d

µ̃4−d

p2E +m2

= i
λ(N + 2)

(4π)2
m2 log

Λ̃2

m2
δij + finite . (4.5)

It follows that the wave function and mass counter-term must have the form:

∆Z = 0 , ∆m =
λ(N + 2)

(4π)2
m2 log

Λ̃2

µ2
+ finite . (4.6)

The vertex correction involves instead three different permutations of a basic diagram.

Using a Feynman parameter x and introducing ∆ = m2 − x(1− x)k2, one finds:

i j

k l
+

i k

j l
+

i l

k j

=
1

2
(−2iλ)2

[

(N + 4) δijδkl + 2 δikδjl + 2 δilδjk
]

∫ 1

0
dx

∫

ddpE
(2π)d

(−i) µ̃4−d
(p2E +∆)2

+(j ↔ k) + (j ↔ l)

= 2i
λ2(N + 8)

(4π)2
log

Λ̃2

m2
(δijδkl + δikδjl + δilδjk) + finite . (4.7)

This has indeed the expected tensor structure, and the needed counter-term is:

∆λ =
λ2(N + 8)

(4π)2
log

Λ̃2

µ2
+ finite . (4.8)
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Using the above results for the dependence of the counter-terms on the renormalization

scale µ, and assuming a minimal renormalization scheme where the finite terms do not

depend on µ/m, one can now compute the renormalization group functions β, γ and γm.

The results are given by:

γ =
1

2

∂(∆Z)

∂ log µ
= 0 , (4.9)

β = − ∂∆λ

∂ log µ
+ 2λ

∂∆Z

∂ log µ
=

2λ2(N + 8)

(4π)2
, (4.10)

γm = −∂(∆m/m
2)

∂ log µ
+

∂∆Z

∂ log µ
=

2λ(N + 2)

(4π)2
. (4.11)

In the asymmetric model with m2 < 0, the 1-loop behavior is more cumbersome to

study, due to the proliferation of interactions and counter-terms for the two types of

fluctuation fields σ and πa. It is a non-trivial exercise to check by brute force that the

correlated counter-terms are still sufficient to renormalize the divergences occurring in all

the correlated vertices. As expected, the result of such a diagrammatic analysis is that the

counter-terms required to cancel all the divergences in the asymmetric theory correspond

exactly to the values determined above for the symmetric theory. This implies that the

functions β, γ and γm take exactly the same form.

4.3 Effective potential

It is possible to study the 1-loop behavior of this theory in a much more efficient way by

using the formalism of the effective action. More precisely, one can compute the effective

potential for an arbitrary value of φicl. This allows to study the behavior of the model for

any value of m2 in a single shot.

The first step is to compute the values of the masses for all the independent fluctuations

around the point φicl. To do this, one decomposes:

φi = φicl + ηi . (4.12)

Substituting into the Lagrangian, one finds that the quadratic terms in ηi defined by the

second functional derivative of the action at the point φcl are given by

δ2S

δφiδφj
[φcl] = −� δij −M2ij(φcl) , (4.13)

where

M2ij(φcl) = m2δij + λ
(

(φkcl)
2δij + 2φicl φ

j
cl

)

. (4.14)

This gives the kinetic operator for the fluctuations ηi. It is convenient to switch to a

diagonal basis of new fields where the mass matrix is diagonal. This is achieved by

decomposing ηi in a component parallel to φicl and N − 1 components orthogonal to φicl,

by using the complementary projectors:

P ij‖ =
φiclφ

j
cl

(φkcl)
2
, P ij⊥ = δij − φiclφ

j
cl

(φkcl)
2
. (4.15)
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Using these expressions, the mass matrix can be rewritten as

M2ij(φcl) = m2δij + λ(φkcl)
2
(

3P ij‖ + P ij⊥

)

. (4.16)

It is then clear that the mass eigenvalues are:

M2i(φcl) =

{

m2 + 3λ(φkcl)
2 , for the 1 field ‖ to φicl ,

m2 + λ(φkcl)
2 , for the N − 1 fields ⊥ to φicl .

(4.17)

We can now easily compute the 1-loop contribution to the effective potential. It is

simply given by the sum of N contributions of fields with squared masses given by the

above M2i(φcl). Taking into account also the counter-terms, the result is found to be:

V 1
eff(φcl) = − 1

4(4π)2

∑

i

M4i(φcl)
(3

2
+ log

Λ̃2

M2i(φcl)

)

+
1

2
∆m (φicl)

2 +
1

4
∆λ [(φ

i
cl)

2]2 . (4.18)

We see that the divergences consist of an irrelevant piece which is field-independent and

can be dropped, a piece which is quadratic in φcl and can be compensated with the mass

counter-term, and finally a piece which is quartic in φcl and can be compensated by the

vertex counter-term.

4.4 Renormalization and counter-terms

A generic set of renormalization conditions defined at a scale µ requires the counter-terms

to be of the following form:

∆m =
1

2(4π)2

∑

i

∂M4i(φcl)

∂(φkcl)
2

∣

∣

∣

∣

φcl=0

log
Λ̃2

µ2
+ finite

=
λ(N + 2)

(4π)2
m2 log

Λ̃2

µ2
+ finite , (4.19)

and

∆λ =
1

2(4π)2

∑

i

∂2M4i(φcl)

∂[(φkcl)
2]2

∣

∣

∣

∣

φcl=0

log
Λ̃2

µ2
+ finite

=
λ2(N + 8)

(4π)2
log

Λ̃2

µ2
+ finite . (4.20)

These expressions reproduce the results derived diagrammatically for the symmetric theory

with m2 > 0, but apply now also to the asymmetric theory with m2 < 0, and are thus

universal. Their finite parts depend of course as usual on the choice of renormalization

scheme.
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In the MS scheme, renormalization at a scale µ amounts simply to substitute Λ̃ with

µ and drop the counter-terms. The final expression for the effective potential is then:

V 1
eff(φcl) = − 1

4(4π)2

∑

i

M4i(φcl)
(3

2
+ log

µ2

M2i(φcl)

)

= − 1

4(4π)2

[

m2 + 3λ(φkcl)
2
]2(3

2
+ log

µ2

m2 + 3λ(φkcl)
2

)

−N − 1

4(4π)2

[

m2 + λ(φkcl)
2
]2(3

2
+ log

µ2

m2 + λ(φkcl)
2

)

. (4.21)

In total, adding up the tree-level potential and the 1-loop correction, one finally finds

the following result for the effective potential:

Veff(φcl) =
1

2
m2φ2cl +

λ

4
φ4cl +

1

4(4π)2

(

m2 + 3λφ2cl

)2(

log
m2 + 3λφ2cl

µ2
− 3

2

)

+
N − 1

4(4π)2

(

m2 + λφ2cl

)2(

log
m2 + λφ2cl

µ2
− 3

2

)

, (4.22)

where

φcl =
√

(φkcl)
2 . (4.23)

4.5 Renormalization group analysis

The effective potential that we have derived depends on the coupling λ, the mass m2 and

also on the renormalization scale µ at which these parameters are defined. We can now

check that a small change in the scale µ can be compensated by a small change in the

value of the parameters λ and m2. To do so, we must work at leading order in the coupling

λ, and therefore expand the field dependence in the logarithms. We can also ignore the

constant field-independent part of the potential, which is irrelevant. One is then left with

the following relevant terms:

Veff(φcl) ≃ 1

2
m2φ2cl

[

1− λ(N + 2)

(4π)2

(

log
µ2

m2
+ 1
)]

+
λ

4
φ4cl

[

1− λ(N + 8)

(4π)2
log

µ2

m2

]

, (4.24)

We see then that a transformation of the form

µ → µ+ δµ , λ→ λ+ δλ , m2 → m2 + δm2 , (4.25)

leaves the effective potential is invariant provided that one chooses:

δλ

λ
=
λ(N + 8)

(4π)2
δµ2

µ2
,

δm2

m2
=
λ(N + 2)

(4π)2
δµ2

µ2
. (4.26)

Under such a transformation the variation coming from the change in µ in the 1-loop

contribution is compensated by the variation coming from the change in λ and m2 in the

tree-level contribution.
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From the above results, we conclude that the trajectory of equivalent theories is as

expected parametrized by the curves:

δλ

δ log µ
=

2λ2(N + 8)

(4π)2
= β(λ) , (4.27)

δ logm2

δ log µ
=

2λ(N + 2)

(4π)2
= γm(λ) . (4.28)

4.6 Radiative symmetry breaking

The 1-loop correction to the effective potential alters the structure of stationary points of

the potential, and may therefore have a relevant effect for spontaneous symmetry breaking.

To illustrate this point, let us consider the critical case where m2 = 0. The effective

potential is then given by:

Veff(φcl) =
λ

4
φ4cl +

λ2

4(4π)2
φ4cl

[

(N + 8)
(

log
λφ2cl
µ2

− 3

2

)

+ 9 log 3
]

. (4.29)

The minimum of this effective potential does not occur at zero value of the field, but at a

finite point close to the tiny value:

φcl ∼
µ√
λ
exp

{

− (4π)2

2(N + 8)λ

}

. (4.30)

It seems thus that quantum corrections induce a spontaneous symmetry breaking which

was not present at the classical level.

One may now wonder whether this conclusion is correct. Indeed, the above stationary

point arises from a competition between the tree-level and the 1-loop corrections, and this

means that at the new vacuum, quantum corrections can have an impact that is as big as

the classical dynamics. Correspondingly, higher-loop corrections cannot be neglected in

this situation. We conclude then that the point under consideration lies outside the range

of validity where the 1-loop approximation to the effective potential can be trusted.

Comparing the tree-level potential with the 1-loop correction, we see that the expansion

parameter controlling quantum loops is actually:

κ =

∣

∣

∣

∣

2(N + 8)

(4π)2
λ log

φcl
µ

∣

∣

∣

∣

. (4.31)

Even if λ is small, this is not necessarily small for values of φcl far away from the scale

µ, and the 1-loop approximation can break down. In particular, for the stationary point

apparently leading to spontanous symmetry breaking, one finds κ ∼ 1, and the simple

1-loop approximation is not valid.

In order to say something more, one can try to resum the leading logarithms by using

the renormalization group equations. In this case, since the β function is positive, this

should allow to reliably resum the logarithms for φcl <∼ µ, and thus to shed light on the

true behavior at the point where the apparent symmetry breaking arises. In order to do

so, we start from the Callan-Symanzik equation for the effective potential:
(

µ
∂

∂µ
+ β

∂

∂λ
− γφcl

∂

∂φcl

)

Veff(φcl, λ, µ) = 0 . (4.32)
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By dimensional analysis, we can now rewrite the effective potential in terms of a dimen-

sionless function v as:

Veff = φ4cl v(t, λ) , (4.33)

where

t = log
φcl
µ
. (4.34)

Using the fact that on the function v one can trade the derivative µ∂/∂µ with the deriva-

tive −∂/∂t, and similarly φcl ∂/∂φcl with ∂/∂t, the Callan-Symanzik equation becomes:

( ∂

∂t
− β

1 + γ

∂

∂λ
+

4 γ

1 + γ

)

v(t, λ) = 0 . (4.35)

To solve this, one can proceed in the usual way. The basic building block is in this case a

running coupling depending on the field φcl and defined by the differential equation

dλ̄(t)

dt
=

β(λ̄(t))

1 + γ(λ̄(t))
, (4.36)

with the boundary condition

λ̄(0) = λ . (4.37)

The general solution for v involves then an arbitrary function w and has the form:

v(t, λ) = w(λ̄(t)) exp

{

−4

∫ t

0
dt′

γ(λ̄(t′))

1 + γ(λ̄(t′))

}

. (4.38)

Recall now that in the 1-loop approximation, the anomalous dimension vanishes, γ = 0,

whereas the beta function is positive β > 0. The differential equation defining the running

coupling is then easily solved, and its solution is:

λ̄(t) =
λ

1− 2(N + 8)/(4π)2λ t
. (4.39)

This means the the improved coupling dictated by the renormalization group equations

depends on the field φcl:

λ̄(φcl) =
λ

1− 2(N + 8)/(4π)2λ log(φcl/µ)

= λ+
2(N + 8)

(4π)2
λ2 log

φcl
µ

+ · · · . (4.40)

The renormalization group improved 1-loop effective potential, where the leading loga-

rithms appearing at higher-loops are resummed through the running coupling, should

then have the following form:

Veff(φcl) = φ4clw(λ̄(φcl)) . (4.41)
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The function w can now be fixed by requiring that the 1-loop result is reproduced if λ̄(φcl)

is approximated by its first two terms, namely the tree-level constant contribution and

the single-logarithm 1-loop correction. One finds in this way that the improved effective

potential has the following form:

Veff(φcl) =
1

4
φ4cl

{

λ̄(φcl) +
λ̄2(φcl)

(4π)2

[

(N + 8)
(

log λ̄(φcl)−
3

2

)

+ 9 log 3
]

}

. (4.42)

With this result, we can now readdress the question of whether radiative corrections

really induce spontaneous symmetry breaking or not. In this model, the minimum of the

improved potential lies at the point φcl = 0, where no spontaneous symmetry breaking

occurs. At that point, or more in general for small values of φcl, the improved result is

reliable, because the running coupling λ̄ is small.

Summarizing, we have used the renormalization group equations to resum large loga-

rithmic effects arising for values of φcl much smaller than µ, where the effective expansion

parameter κ of the ordinary 1-loop approximation becomes large, κ >∼ 1. The net effect

of these logarithms is encoded in a new running coupling, which becomes small in that

region of fields, λ̄ = λ/(1 + κ) <∼ λ/2. The improved 1-loop effective potential becomes

then reliable even for small values of φcl.

Notice that the same approach does not allow to resum large logarithmic effects aris-

ing for values of φcl much larger than µ, where the effective expansion parameter κ of

the ordinary 1-loop approximation also becomes large, κ >∼ 1. Indeed, in such a region

the basic logarithm changes sign and the running coupling behaves as λ/(1 − κ), which

explodes.
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5 Yang-Mills gauge theories

5.1 Gauge-fixing, ghosts and Feynman rules

Consider a non-Abelian gauge theory based on an arbitrary compact group G with gen-

erators T a satisfying the algebra

[

T a, T b
]

= ifabcT c . (5.1)

The quantities fabc are the totally antisymmetric structure constants of the Lie algebra,

and satisfy the following relation implied by the Jacobi identity:

fadef bcd + f bdef cad + f cdefabd = 0 . (5.2)

The quadratic combination T 2 = T aT a is always a Casimir, as a consequence of the

antisymmetry of the structure constants:

[

T 2, T a
]

= 0 . (5.3)

In any given unitary irreducible representation R of the group, the generators T a are

represented by Hermitian matrices ta acting on a vector space of dimension d(R). By

Schur’s Lemma, the Casimir operator t2 = tata is proportional to the identity matrix,

with a coefficient C2(R) depending on the representation:

t2 = C2(R) 11 . (5.4)

The normalization of the generators is encoded in the quantity tr[tatb]. It can be shown

that with a suitable choice of the basis of generators, this can be made proportional to

δab, with a coefficient C(R) depending on the representation:

tr[tatb] = C(R) δab . (5.5)

Now, taking a = b and summing over these two equal indices, the left-hand side gives

tr[t2] = C2(R)d(R), whereas the right hand side gives C(R)d(G). It follows that:

C2(R)d(R) = C(R)d(G) , C2(G) = C(G) . (5.6)

The gauge fields Aaµ are in the adjoint representation, in which the a-th generator has

matrix element in the b-th row and the c-th column given by the structure constants:

(taG)bc = −ifabc. In addition, let us suppose that there are some Dirac fermions ψi in an

arbitrary representation R of the gauge group, where the generators are represented by

some matrices (ta)ij . The Lagrangian is then given by:

L = −1

4
F aµνF

aµν + ψ̄(i /D −m0)ψ , (5.7)

where:

F aµν = ∂µA
a
ν − ∂νA

a
µ + g0 f

abcAbµA
c
ν , (5.8)

DµA
a
ν = ∂µA

a
ν + g0f

abcAbµA
c
ν , (5.9)

Dµψ = ∂µψ − ig0A
a
µt
aψ . (5.10)
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The theory is invariant under the gauge transformations generated by the group gen-

erators T a with arbitrary parameters αa. The infinitesimal transformation laws are:

δAaµ = g−1
0 Dµα

a = g−1
0 ∂µα

a + fabcAbµα
c , (5.11)

δψ = iαataψ . (5.12)

In order to use the theory, it is necessary to choose a gauge. In performing the gauge-fixing,

however, one must be careful and properly implement the gauge-fixing with a functional

integral approach through the Faddeev-Popov procedure. In general, a gauge is specified

by some constraints G(A) = 0 on the gauge fields and their derivatives. It is however

not trivial to implement this as an operator equation, because the gauge-fixing equations

represent constraints on the canonical variables, which are naively incompatible with the

canonical commutation relations. One has then to handle these constraints properly. In

the functional integral approach, this subtlety translates into the fact that the constraint

G(A) = 0 must be implemented through a functional δ-function, and this produces a

non-trivial Jacobian in the integral over the gauge group.

To perform the gauge fixing in a precise way, we start from the gauge-invariant func-

tional integral over the gauge fields and fermion fields:

Z =

∫

DA
∫

Dψ
∫

Dψ̄ eiS[A,ψ,ψ̄] . (5.13)

Because of the invariance of S[A,ψ, ψ̄] under gauge transformations, the part of the inte-

gral along field directions in which S[A,ψ, ψ̄] is constant diverges. But this is just because

we are redundantly integrating over physically equivalent gauge configurations. To fix this

problem, we have to implement a gauge fixing condition G(A) = 0 in such a way that

physically equivalent configurations are counted only once. This can be done by inserting

into the original gauge-invariant path-integral of the theory a factor of the form:

∫

Dα δ[G(Aα)] detδG(A
α)

δα
= 1 . (5.14)

This is an integral over the parameters αa(x) of the gauge group, and Aaαµ (x) denotes the

fields obtained by applying a finite gauge transformation U(α) = eiα
a(x)Ta to the gauge

fields Aaµ(x). After this manipulation, the original path-integral becomes:

Z =

∫

Dα
∫

DA
∫

Dψ
∫

Dψ̄ eiS[A,ψ,ψ̄] δ[G(Aα)] detδG(A
α)

δα
. (5.15)

We can at this point change the dummy integration variable Aµ to its gauge-transformed

Aαµ, and similarly ψ and ψ̄ to ψα and ψ̄α. The integration measure is unchanged by this,

since the gauge transformations are combinations of shifts and unitary transformations:

DAαDψαDψ̄α = DADψDψ̄. Moreover, the action is also unchanged, since it is gauge

invariant: S[Aα, ψα, ψ̄α] = S[A,ψ, ψ̄]. This allows to rewrite the path-integral as:

Z =

∫

Dα
∫

DA
∫

Dψ
∫

Dψ̄ eiS[A,ψ,ψ̄] δ[G(A)] det δG(A
α)

δα
. (5.16)
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We see that the functional integral over gauge fields has now been split into an independent

and divergent integral over the gauge group, which yields an irrelevant normalization

constant, and an integral over physically inequivalent gauge fields satisfying the gauge-

fixing condition G(A) = 0, which involves a non-trivial determinant depending on A,

besides the usual phase eiS[A]. The gauge-fixing function function G(A) must be chosen

in such a way that δ[G(A)] selects a regular slice of the gauge orbits, but is otherwise

arbitrary. Notice in this respect that from any given choice G(A), we can also construct

a more general family of choices G(A)− ω, where ω are arbitrary fields. This affects only

the δ-function term, and not the determinant term. To get rid of the annoying δ-function,

and turn it into some gauge fixing term to be added to the original action, we can then

take arbitrary linear combinations of these equivalent path-integrals for different functions

w, and weight them with a Gaussian weight:

δ[G(A)] →
∫

Dω exp

{

−i
∫

d4x
ω2(x)

2ξ

}

δ[G(A) − ω]

= exp

{

−i
∫

d4x
G2(A(x))

2ξ

}

. (5.17)

Finally, the determinant term can be rewritten as a functional integral over complex

anticommuting ghost fields with kinetic operator given by δG(Aα)/δα:

det
δG(Aα)

δα
=

∫

Dc
∫

Dc̄ exp
{

−i
∫

d4x g0 c̄
δG(Aα)

δα
c

}

. (5.18)

Putting everything together, we finally arrive at the following extremely simple and

manageable expression for the path-integral:

Z =

∫

DA
∫

Dψ
∫

Dψ̄
∫

Dc
∫

Dc̄ eiS[A,ψ,ψ̄]+iSfix[A]+iSgh[c,c̄,A] , (5.19)

where:

Sfix[A] =

∫

d4x
(

− 1

2ξ
G2(A(x))

)

, (5.20)

Sgh[c, c̄, A] =

∫

d4x
(

−g0 c̄(x)
δG(Aα)

δα
c(x)

)

. (5.21)

The ghost fields are anticommuting scalar fields, and have therefore the wrong spin-

statistics relation. They do not correspond to anything that has ever been observed

in particle physics. It is then assumed that they do not exist as external particle states,

but only occur as virtual intermediate particles. In other words, we define the theory by

projecting it onto the subspace at ghost number zero.

A particularly convenient and covariant gauge is the non-Abelian generalization of the

Lorenz gauge for each generator:

G(A(x)) = ∂µAµ(x) . (5.22)

For such a linear condition, the operator appearing in the Jacobian determinant is rather

simple and entirely fixed by the infinitesimal transformation law of the gauge field:

δG(Aα)

δα
= ∂µ

δAαµ
δα

= g−1
0 ∂µD

µ . (5.23)
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The gauge-fixing and ghost Lagrangian take then the following simple forms:

Lfix = − 1

2ξ
∂µAaµ(x)∂

νAaν(x) , (5.24)

Lgh = ∂µc̄
a(x)(Dµc)a(x) . (5.25)

Expanding all the terms, the total Lagrangian is finally given by:

L =
1

2
Aaµ

(

�ηµν − (1− ξ−1)∂µ∂ν
)

Aaν − c̄a�ca + ψ̄(i/∂ −m0)ψ

−g0 fabc ∂µAaνAbµAcν + g0 f
abc c̄a∂µ(cbAcµ) + g0 ψ̄γ

µtaψAaµ

−1

4
g20 f

abef cdeAaµA
b
νA

cµAdν . (5.26)

To set up renormalized perturbation theory, we define renormalized gauge, ghosts and

fermion fields as:

Aaµ = Z
1/2
A Aarµ , ca = Z1/2

c car , ψ = Z
1/2
ψ ψr . (5.27)

We also introduce a renormalized gauge coupling g and a renormalized mass m. The

parameter ξ is now introduced directly for the renormalized fields, without any additional

counter-term. We rewrite then the action by splitting it in a renormalized part plus a

counter-term part:

L = Lr +∆L . (5.28)

The renormalized part has the form:

L =
1

2
Aarµ

(

�ηµν − (1− ξ−1)∂µ∂ν
)

Aarν − c̄ar�c
a
r + ψ̄r(i/∂ −m)ψr

−g fabc ∂µAarνAbµr Acνr + g fabc c̄ar∂
µ(cbrA

c
rµ) + g ψ̄rγ

µtaψrA
a
rµ

−1

4
g2 fabef cdeAarµA

b
rνA

cµ
r A

dν
r . (5.29)

The counter-term part is similarly given by:

∆L =
1

2
∆ZAA

a
rµ

(

�ηµν − ∂µ∂ν
)

Aarν −∆Zc c̄
a
r�c

a
r + i∆Zψ ψ̄r/∂ψr −∆mψ̄rψr

−g∆A
g f

abc ∂µA
a
rνA

bµ
r A

cν
r + g∆c

gf
abc c̄ar∂

µ(cbrA
c
rµ) + g∆ψ

g ψ̄rγ
µtaψrA

a
rµ

−1

4
g2∆g2 f

abef cdeAarµA
b
rνA

cµ
r A

dν
r , (5.30)

where the counter-terms are related to the wave-function factors and the bare coupling

and mass by the relations:

∆ZA = ZA − 1 , ∆Zc = Zc − 1 , ∆Zψ = Zψ − 1 , ∆m = m0Zψ −m,

∆A
g =

g0
g
Z

3/2
A − 1 , ∆c

g =
g0
g
Z

1/2
A Zc − 1 , ∆ψ

g =
g0
g
Z

1/2
A Zψ − 1 ,

∆g2 =
g20
g2
Z2
A − 1 . (5.31)

There exist 3 relations among the above 8 counter-terms, which are dictated by gauge

invariance, since they depend only on 5 independent quantities.
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The Feynman rules corresponding to this action are now easily derived. For the prop-

agators, and the corresponding wave-function and mass counter-terms, one has:

µ ν

a b
=

−i
p2

(

ηµν− (1−ξ)p
µpν

p2

)

δab ,

µ ν

a b

∆ZA
= −i

(

p2ηµν− pµpν
)

∆ZAδ
ab ,

a b =
i

p2
δab , a b

∆Zc
= ip2 δab∆Zc ,

=
i

/p−m
,

∆Zψ
= i/p∆Zψ ,

∆m
= −i∆m .

(5.32)

For the three different types of cubic vertices, one obtains instead the following rules:

µ k a

ν
p
b ρ

q
c

g fabc
[

ηµν(k − p)ρ

= +ηνρ(p− q)µ ,

+ηρµ(q − k)ν
]

µ k a

ν
p
b ρ

q
c

∆A
g

g∆A
g f

abc
[

ηµν(k − p)ρ

= +ηνρ(p− q)µ ,

+ηρµ(q − k)ν
]

µ k a

p
b

q
c

= −g fabc pµ ,

µ k a

p
b

q
c

∆c
g = −g∆c

gf
abc pµ ,

µ a

= i g γµ ta ,

µ a

∆ψ
g = i g∆ψ

g γµ ta .

(5.33)

Finally, for the quartic vertex one finds:

µ
a ν

b

ρ
c σ

d

−i g2
[

fabef cde (ηµρηνσ − ηµσηνρ)

= +facef bde (ηµνηρσ − ηµσηνρ) ,

+fadef bce (ηµνηρσ − ηµρηνσ)
]

µ
a ν

b

ρ
c σ

d
∆g2

−i g2 ∆g2

[

fabef cde (ηµρηνσ − ηµσηνρ)

= +facef bde (ηµνηρσ − ηµσηνρ) .

+fadef bce (ηµνηρσ − ηµρηνσ)
]

(5.34)

Note that there are 4 different vertices, all parametrized by the same coupling g0. This

relation between vertices is crucial for realization of the ward identity guaranteeing the

decoupling of negative norm states from physical amplitudes.
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5.2 BRST symmetry

The full Lagrangian of the gauge-fixed non-Abelian theory described in previous section

can be rewritten in the following form:

L = −1

4
F aµνF

aµν + ψ̄(i /D −m)ψ − c̄a∂µDµc
a +

ξ

2
BaBa +Ba∂µAaµ . (5.35)

The field Ba is a non-dynamical auxiliary field, which appears without derivatives in

the Lagrangian. The original Lagrangian can then be recovered by eliminating this field

through its equations of motion:

Ba = −ξ−1∂µAaµ . (5.36)

It turns out that written in this form, the gauge-fixed Lagrangian has a non-trivial con-

tinuous symmetry, depending on an anticommuting parameter ǫ and acting as follows at

the infinitesimal level:

δAaµ = ǫDµc
a , (5.37)

δψ = i g ǫ ca taψ , (5.38)

δψ̄ = −i g ǫ ca ψ̄ ta , (5.39)

δca = −g/2 ǫ fabccbcc , (5.40)

δc̄a = ǫBa , (5.41)

δBa = 0 . (5.42)

Note that this symmetry acts non-linearly. On the gauge fields Aµ and the fermion fields

ψ, ψ̄, it corresponds to a gauge transformation with parameter αa = g ǫ ca depending on

the ghost fields. The original Lagrangian for these fields is thus invariant by construction

under these transformations. On the ghost fields ca, c̄a and the auxiliary fields Ba, the

action is defined in a somewhat asymmetric way, and turns out to leave invariant the

sum of the gauge-fixing and ghost Lagrangian. More precisely, one can verify that as a

consequence of the anticommuting nature of the ghost and the Jacobi identity satisfied by

the structure constants one has δ(Dµc
a) = 0. One is then left with only one term from

the variation of the ghost Lagrangian, which exactly cancels the variation of the auxiliary

field Lagrangian.

The above symmetry is called BRST symmetry, and is a remnant of the original

gauge-symmetry that survives in the gauged-fixed theory. A remarkable feature of the

above symmetry is that it is nilpotent, in the sense that applying successively twice the

transformation one gets no variation at all. More precisely, writing the transformation

laws in terms of an operator Q̂ acting on any of the fields φ as

δφ = ǫQ̂φ , (5.43)

one finds that:

Q̂2φ = 0 . (5.44)
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This property can be verified in a straightforward way by using again the Jacobi identity

satisfied by the structure constants.

By Nöther’s theorem, we know that there must exist a conserved charge Q associated

to the above continuous symmetry:

Q = conserved charge . (5.45)

Since this is conserved and does not depend explicitly on time, it must commute with the

Hamiltonian:

[

Q,H
]

= 0 . (5.46)

Moreover, the fact that the operator Q̂ is nilpotent implies that also the BRST charge is

so, and thus:

Q2 = 0 . (5.47)

Due to these properties, the BRST charge Q divides the space H of eigentates of H into

three distinct subspaces H0, H1 and H2, defined as follows:

H0 =
{

|ψ0〉 ∈ H
∣

∣

∣
Q|ψ0〉 = 0; |ψ0〉 6= Q|ψ〉

}

= closed but not exact states , (5.48)

H1 =
{

|ψ1〉 ∈ H
∣

∣

∣
Q|ψ1〉 6= 0

}

= non-closed states , (5.49)

H2 =
{

|ψ2〉 ∈ H
∣

∣

∣
Q|ψ2〉 = 0; |ψ2〉 = Q|ψ〉

}

= closed and also exact states . (5.50)

Notice that the states in H2 are rather trivial, because they have vanishing inner product

among themselves and also with states in H0: 〈ψ2|ψ′
2〉 = 〈ψ2|ψ0〉 = 0.

In order to gain further insight on the above three subspaces of states, in an intuitve and

not completely rigorous way, let us consider the limit of vanishing gauge coupling, g → 0.

In this limit, and using the on-shell value of the auxiliary field Ba, the transformation

laws become:

δAaµ → ǫ ∂µc
a , (5.51)

δca → 0 , (5.52)

δc̄a → −ξ−1ǫ ∂µA
µ , (5.53)

δ(∂µAaµ) → 0 . (5.54)

These relations show how asymptotic states are transformed by the BRST transformation.

More precisely, decomposing each gluon field Aaµ into two physical transverse polarizations

satisfying ∂µAaµ = 0 with Aaµ 6= ∂µλ
a, an unphysical forward polarization of the type

Aaµ = ∂µλ
a and an unphysical backward polarization with ∂µAaµ 6= 0, one finds that:

Q|Atran〉 = 0 , Q|Aforw〉 = |c〉 , Q|Aback〉 = 0 , (5.55)

Q|c〉 = 0 , Q|c̄〉 = |Aback〉 . (5.56)
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This means that the two physical polarizations of the gauge bosons belong to H0, whereas

the two unphysical polarizations of the gauge bosons, the ghost and the antighosts belong

to H1 ∪H2:

|Atran〉 ∈ H0 , (5.57)

|Aforw〉, |c̄〉 ∈ H1 , (5.58)

|Aback〉, |c〉 ∈ H2 . (5.59)

A physically sensible and unitary theory can then be defined by projecting onto physical

states belonging to H0. These are catalogued by the cohomology of the BRST charge Q,

in the sense that they are closed but not exact. The projected S-matrix defined by this

prescription is guaranteed to be unitary. Indeed, since Q is conserved, any closed state

annihilated by Q must evolve into closed states that are still annihilated by Q. Now,

even if the original states where not exact, meaning that they where not of the form of

Q acting on some other state, the evolved states may contain both non-exact states and

exact states. But the latter are trivial, since they have vanishing overlap with any closed

state. So effectively, closed states remain closed modulo irrelevant exact states, and the

S-matrix defined on the subspace H0 is unitary:

S
∣

∣

phys
: unitary . (5.60)

In diagrams involving loops, the contribution of unphysical gauge bosons combines with

that of ghosts, and the corresponding contributions to the imaginary part of the amplitude

cancel. This is crucial to enforce the optical theorem with only physical gauge bosons as

external states.

5.3 Diagrammatic computation of β.

Let us now consider the structure of divergences at the 1-loop level. In this approximation,

the 3 relations that exist among the 8 counter-terms can be made more manifest and take

a simple form. To derive them, we start by defining the basic counter-term that is related

to the renormalization of the coupling:

∆g =
g0
g

− 1 . (5.61)

Working at leading order in all the ∆’s, we can then derive explicit expressions for the

4 different coupling counter-terms, in terms of this universal ∆g and the 3 wave-function

counter-terms ∆ZA , ∆Zc and ∆Zψ . One finds:

∆A
g = ∆g +

1

2

(

3∆ZA

)

, (5.62)

∆c
g = ∆g +

1

2

(

∆ZA + 2∆Zc

)

, (5.63)

∆ψ
g = ∆g +

1

2

(

∆ZA + 2∆Zψ

)

, (5.64)

∆g2 = 2∆g +
1

2

(

4∆ZA

)

. (5.65)
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Eliminating from this relation the quantity ∆g, we find the following 3 relations between

the original counter-terms:

∆A
g −∆ZA = ∆c

g −∆Zc = ∆ψ
g −∆Zψ =

1

2

(

∆g2 −∆ZA

)

. (5.66)

The 3 cubic-vertex counter-terms and the quartic-vertex counter-term are thus all related

to each other and actually represent only one freely adjustable counter-term. Thanks to

gauge-invariance, however, also the divergences arising from loop integrals display this

universality, and this single independent coupling counter-term is enough to renormalize

the theory.

Let us now see how one can compute the β function of the general Yang-Mills gauge

theory with matter fermions, in the 1-loop approximation. Since there are 4 different

vertices depending on a single coupling g, the function β can be derived by studying any

of these vertices, and in addition the two-point functions of the involved fields. Using

any of the 4 vertices gives automatically the same result, as a consequence of the above

relations between counter-terms. In fact, the β function is determined by the universal

counter-term ∆g as β(g) = −g µ ∂∆g/∂µ. The simplest and perhaps most instructive way

of computing the β function, which applies also in the Abelian case, is to consider the

correction to the cubic vertex between 2 fermions and 1 gauge field, and the corrections

to the fermion and gauge propagators. The β function is then determined in terms of the

corresponding counter-terms by the relation:

β(g) = g µ
∂

∂µ

[

−∆ψ
g +

1

2

(

∆ZA + 2∆Zψ

)]

. (5.67)

Consider first the counter-term ∆ZA . This is extracted from the divergent part of the

1-loop correction to the 2-point function of gauge bosons. There are 4 loop diagrams plus

1 counter-term diagram. The gauge plus ghost contributions, the fermion contribution

and the counter-term contribution are separately proportional to a projector transverse

to the momentum. The result can then be written in the following form:

+ + +

+ = i
(

k2ηµν − kµkν
)

δab Π(k2) .

µ

a

ν

b

µ

a

ν

b

µ

a

ν

b

µ

a

ν

b

µ

a

ν

b

∆ZA
(5.68)

The vacuum polarization tensor is deduced from an explicit computation of the diagrams.

Using dimensional regularization one finds, after a rather long calculation:

Π(k2) =
g2

(4π)2

[(13

6
− ξ

2

)

C2(G) −
4

3
C(R)

]

log
Λ̃2

k2
−∆ZA + finite . (5.69)

The cancellation of the divergence at a renormalization scale µ implies then that the

counter-term is given by:

∆ZA =
g2

(4π)2

[(13

6
− ξ

2

)

C2(G)−
4

3
C(R)

]

log
Λ̃2

µ2
+ finite . (5.70)
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Consider next the counter-term ∆Zψ . This is extracted from the divergent part of the

1-loop correction to the 2-point function of matter fermions. There is a 1 loop diagram

plus 2 counter-term diagrams. The result can be written in the following form:

+ + = iΣ(/p) .
∆Zψ ∆m

(5.71)

One finds, after a rather easy computation:

Σ(/p) =
g2

(4π)2

[

/p ξ − (3 + ξ)m
]

C2(R) log
Λ̃2

p2
+ /p∆Zψ −∆m + finite . (5.72)

The cancellation of the divergence at a renormalization scale µ implies then that the

counter-terms are given by:

∆Zψ =
g2

(4π)2

[

−ξ C2(R)
]

log
Λ̃2

µ2
+ finite .

∆m =
g2

(4π)2

[

−(3 + ξ)C2(R)
]

m log
Λ̃2

µ2
+ finite . (5.73)

Finally, let us consider the vertex counter-term ∆ψ
g . This is extracted from the diver-

gent part of the 1-loop correction to the 3-point function between 2 matter fermions and

1 gauge boson. There are 2 loop diagrams plus 1 counter-term diagram. The result can

be written in the following form:

µ a

+ + = i g ta Γµ(pi) .

µ a µ a

∆ψ
g (5.74)

One finds, after a rather easy computation:

Γµ(pi) =
g2

(4π)2

[

ξ C2(R) +
3 + ξ

4
C2(G)

]

log
Λ̃2

p̄2
+∆ψ

g + finite . (5.75)

The cancellation of the divergence at a renormalization scale µ implies then that the

counter-term is given by:

∆ψ
g =

g2

(4π)2

[

−ξ C2(R)−
3 + ξ

4
C2(G)

]

log
Λ̃2

µ2
+ finite . (5.76)

From the logarithmic µ-dependence of the counter-terms that we have computed, we

can finally deduce the β function for the gauge coupling g. Putting all the contributions

together, the ξ-dependence cancels out, and one is left with the following result:

β(g) =
g3

(4π)2

[

− 11

3
C2(G) +

4

3
C(R)

]

. (5.77)
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The crucial feature of this formula is that since C2(G) and C(R) are by definition semi-

positive and positive definite, the fermions always give a positive contribution, whereas the

gauge bosons give a vanishing contribution for Abelian groups and a negative contribution

for non-Abelian groups. As a result, for non-Abelian groups with sufficiently many gauge

bosons relative to matter fermions, the β-function becomes negative.

The running coupling at an arbitrary energy scale µ′ is defined by the differential

equation

µ′
dḡ(µ′)

dµ′
= β(ḡ(µ′)) , (5.78)

with the boundary condition:

ḡ(µ) = g . (5.79)

The solution takes the form

ḡ−2(µ′)− ḡ−2(µ) = − b

(4π)2
log

µ′2

µ2
, (5.80)

or

g2(µ′) =
g2

1− b g2

(4π)2
log

µ′2

µ2

, (5.81)

where:

b = −11

3
C2(G) +

4

3
C(R) . (5.82)

Notice finally that in a generic mass-dependent renormalization scheme, the finite parts

of the counter-terms computed above may depend on µ/m. It is then more complicated to

solve the renormalization group equations, because the running of the mass is coupled to

the running of the gauge coupling. These effects are negligible at energy scales sufficiently

far away from the mass scale. But around the mass scale they are responsible for a

transition in the value of the β-function, matching the values with and without the fermion.

This threshold effect is associated to the decoupling of the fermion at energies below its

mass, and represents an effect that is actually also showing up, though in a different way,

in mass-independent renormalization schemes, like minimal subtraction. We will discuss

this point more in detail in the context of effective theories.

5.4 Effective action

Let us now see how one can compute the quantum effective action for the gauge fields

in Yang-Mills theories, focusing for simplicity on the case of massless fermions. It is

convenient to start by rescaling the gauge fields by the coupling constant g0 to rewrite the

theory as

L = − 1

4g20
F aµνF

aµν + ψ̄i /Dψ (5.83)
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where now:

F aµν = ∂µA
a
ν − ∂νA

a
µ + fabcAbµA

c
ν , (5.84)

DµA
a
ν = ∂µA

a
ν + fabcAbµA

c
ν , (5.85)

Dµψ = ∂µψ − iAaµt
aψ . (5.86)

The infinitesimal gauge transformations become then:

δAaµ = Dµα
a , (5.87)

δψ = iαataψ . (5.88)

We then split the fields into a classical background part plus a quantum fluctuation part,

over which we then integrate in the path integral defining the effective action. We consider

a non-zero background only for gauge fields, and decompose:

Aaµ = Āaµ + ηaµ . (5.89)

One finds correspondingly that:

F aµν = F̄ aµν + D̄µη
a
ν − D̄νη

a
µ + fabcηbµη

c
ν , (5.90)

Dµψ = D̄µψ − iηaµt
aψ , (5.91)

where the covariant derivative D̄µ with respect to the background gauge field is defined

by the following expressions:

D̄µη
a
ν = ∂µη

a
ν + fabcĀbµη

c
ν , (5.92)

D̄µψ = ∂µψ − iĀaµt
aψ . (5.93)

Regarding the backgound field as fixed, the theory has now a gauge symmetry which is

implemented by transformations of ηµ:

δηaµ = D̄µα
a + fabcηbµα

c , (5.94)

δψ = iαataψ . (5.95)

We can gauge-fix this symmetry by using the same Faddeev-Popov procedure as before.

In this case, we take as gauge-fixing function:

Ga(η) = D̄µηaµ . (5.96)

The corresponding kinetic operator for the ghost action is:

δGa(ηα)

δαb
= D̄µ δη

aα
µ

δαb
= D̄µ

(

D̄µδ
ab + fabcηcµ

)

. (5.97)

Going through the same steps as before to introduce the ghosts, and choosing here ξ = 1

for simplicity, one finally arrives at the following Lagrangian:

L = − 1

4g20

(

F̄ aµν + D̄µη
a
ν − D̄νη

a
µ + fabcηbµη

c
ν

)(

F̄ aµν+ D̄µηaν− D̄νηaµ+ fabcηbµηcν
)

− 1

2g20

(

D̄µηaµ
)2

+ ψ̄
(

i /̄D + /ηata
)

ψ − c̄aD̄µ
(

D̄µc
a + fabcηbµc

c
)

. (5.98)
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In this way of performing the gauge fixing, the gauge-fixed action automatically inherits

a new local symmetry mixing background and fluctuation fields, in which the background

fields Āaµ transform as gauge fields and the fluctuation fields ηaµ as matter fields in the

adjoint representation. More precisely, the infinitesimal form of these new transformations

is given by:

δĀaµ = D̄µβ
a , (5.99)

δηaµ = −fabcηbµβc , (5.100)

δca = −fabccbβc , (5.101)

δψ = iβataψ . (5.102)

The integration measure of the path integral over η, ψ and c defining the effective action

is invariant under these transformations, and as a result the quantum effective action Γ[Ā]

for the background field is by construction invariant under the above background gauge

transformations δĀaµ = D̄µβ
a. This manifest gauge invariance is very helpful, and greatly

simplifies the computation of the effective action.

In the 1-loop approximation, the effective action Γ[Ā] is determined by the terms in

the above Lagrangian which are quadratic in the fluctuation fields ηaµ, c
a and ψ. These

take the following form:

Lquad = − 1

2g2
ηaµ(∆η)

ab
µν η

bν + c̄a(∆c)
abcb + ψ̄

√

∆ψψ + counter-terms , (5.103)

where:

(∆η)
ab
µν = −D̄2abηµν − 2fabcF̄ cµν , (5.104)

(∆c)
ab = −D̄2ab , (5.105)

∆ψ = − /̄D2 . (5.106)

Recalling that the structure constants give the matrix elements of the generators in the

adjoint representation, fabc = i(taG)
bc, and working out the square of the Dirac operator,

these kinetic operators can be rewritten as follows, after suppressing the gauge indices:

∆η µν = −D̄2ηµν + F̄ aαβΣ
αβ
η µνt

a
G , with Σαβη µν = i(δαµδ

β
ν − δαν δ

β
µ) , (5.107)

∆ψ = −D̄2 + F̄ aαβΣ
αβ
ψ taR , with Σαβψ =

i

4
[γα, γβ ] , (5.108)

∆c = −D̄2 + F̄ aαβΣ
αβ
c taG , with Σαβc = 0 . (5.109)

We recognize these as the minimal gauge-invariant d’Alembertian operators with an ad-

ditional magnetic moment interaction with gyromagnetic ratio g = 2, in the appropriate

representation of the gauge and Lorentz groups for each of the fields η, ψ and c:

∆φ = −D̄2 + F̄ aαβΣ
αβ
φ taφ (5.110)

The 1-loop correction to the effective action is now given by the determinants of these
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kinetic operators, or more precisely by:

Γ1[Ā] = const.+
i

2
tr log∆η − i tr log∆c − i tr log

√

∆ψ +∆1S

= const.+
i

2
tr log∆η − i tr log∆c −

i

2
tr log∆ψ +∆1S . (5.111)

This effective action can be organized in a derivative expansion. No zero-derivative ef-

fective potential is allowed by gauge invariance, and thus the first leading term in this

low-energy expansion is a correction to the kinetic term, with an extra mild logarithmic

dependence on derivatives:

Γ1[Ā] =

∫

d4x

{

− 1

4

[

a

(4π)2
+

b

(4π)2
log
( Λ2

−�

)

]

F̄ aµν F̄
aµν +∆1L+ · · ·

}

. (5.112)

Finally, imposing a renormalization condition defining the coupling g at scale µ from the

1PI 2-point function amounts to require that this correction vanishes at the scale µ, i.e.

when −�Āaµ = µ2Aaµ. This fixes the counter-term to:

∆1L =
1

4

[

a

(4π)2
+

b

(4π)2
log
(Λ2

µ2

)

]

F̄ aµν F̄
aµν . (5.113)

The renormalized effective action at 1-loop order and leading order in the derivative ex-

pansion takes then the following form:

Γ[Ā] =

∫

d4x

{

− 1

4

[

g−2− b

(4π)2
log
(−�

µ2

)

]

F̄ aµν F̄
aµν + . . .

}

. (5.114)

Switching now to momentum space, we can identify the above wave-function correction

with the inverse running coupling at the scale k. More precisely, we have

Γ[Ā] =

∫

d4k

(2π)4

[

− 1

2
ḡ−2(k) ˜̄Aaµ(−k)

(

k2ηµν − kµkν
)

˜̄Aaν(k) + . . .
]

, (5.115)

where

ḡ−2(k) = g−2− b

(4π)2
log
(k2

µ2

)

. (5.116)

Comparing with the 1-loop running coupling, we see that the coefficient b coincides with

the numerical coefficient defining the β function:

β =
b g3

(4π)2
. (5.117)

To compute the coefficient b, we can consider slowly varying external fields and expand

the determinants defining the 1-loop contribution to the effective action in powers of the

external field. Each of the 3 fluctuation fields η, ψ and c contribute effectively as if it had

a kinetic operator ∆φ with the appropriate spin matrix Σαβφ , of the form:

∆φ = −�+ Vφ2A + Vφ2F + Vφ2A2 . (5.118)
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where

Vφ2A = i
(

Āaµ∂µ + ∂µĀ
aµ
)

taφ , (5.119)

Vφ2A2 = ĀaµĀbµt
a
φt
b
φ , (5.120)

Vφ2F = F̄ aαβΣ
αβ
φ taφ . (5.121)

The inverse of the operator � defines a free effective propagator, whereas the quantities

Vφ2A, Vφ2A2 and Vφ2F correspond to three kinds of effective interaction vertices with the

background fields. Expanding the determinants, one gets then a diagramatic expansion

based on these propagators and vertices. For each term, one has:

tr log∆φ = tr log
(

−�
)

+ tr log
[

1− 1

�

(

Vφ2A + Vφ2A2 + Vφ2F

)]

= const.−
∞
∑

n=1

1

n
tr
[ 1

�

(

Vφ2A + Vφ2A2 + Vφ2F

)]n
. (5.122)

All the terms that are linear in the background field Ā trivially vanish, as required by

gauge invariance. At the quadratic level, instead, there is one contribution with 1 vertex

Vφ2A2 and two contributions from 2 vertices Vφ2A and Vφ2F , which cannot interphere. One

finds then:

tr log∆φ = −1

2
tr
[ 1

�
Vφ2A

1

�
Vφ2A

]

− tr
[ 1

�
Vφ2A2

]

− 1

2
tr
[ 1

�
Vφ2F

1

�
Vφ2F

]

+ · · ·

= + + + · · ·

=

∫

d4k

(2π)2
˜̄Aaµ(−k)

(

π1µνφab (k) + π2 µνφ ab (k) + π3µνφ ab (k)
)

˜̄Abν(k) . (5.123)

The three diagrams are easily computed by introducing a Feynman parameter x, shift-

ing the integration momentum to q = p + kx, going to the Euclidean space and using

dimensional regularization. They involve the quantity ∆ = −x(1 − x)k2. The trace over

gauge indices always produces:

tr
[

taφt
b
φ

]

= C(Rφ)δ
ab . (5.124)

The trace over the spin components can instead be of the following two types:

tr
[

11φ
]

= d(jφ) , tr
[

Σρσφ Σαβφ
]

= C(jφ)
(

ηραησβ − ηρβησα
)

, (5.125)

where for the spin j = 0, 1/2, 1 fluctuations c, ψ, η one finds:

d(0) = 1 , d(1/2) = 4 , d(1) = 4 , (5.126)

C(0) = 0 , C(1/2) = 1 , C(1) = 2 . (5.127)

65



For the first diagram, one finds:

π1µνφab = −1

2
tr
[

taφt
b
φ

]

tr
[

11φ
]

∫

d4p

(2π)4
(2p + k)µ(2p + k)ν

p2(p + k)2

= − i

2
d(jφ)C(Rφ)δ

ab

∫ 1

0
dx µ̃4−d

∫

ddqE
(2π)4

−q2E ηµν + (1− 2x)2kµkν
(

q2E +∆
)2

=
i

(4π)2

(

k2ηµν − kµkν
)

δab
(1

6
d(jφ)C(Rφ)

)(

log
Λ̃2

k2
+ finite

)

. (5.128)

For the second diagram, one finds a vanishing result:

π2µνφab = tr
[

taφt
b
φ

]

tr
[

11φ
]

∫

d4p

(2π)4
ηµν

p2

= −i d(jφ)C(Rφ)δ
abµ̃4−d

∫

d4qE
(2π)4

1

q2E

= 0 . (5.129)

Finally, for the third diagram one obtains:

π3µνφab = −2 tr
[

taφt
b
φ

]

tr
[

Σρσφ Σαβφ
]

∫

d4p

(2π)4
(kρηµσ)(kαηνβ)

p2(p + k)2

= −2i C(jφ)C(Rφ)δ
ab

∫ 1

0
dx µ̃4−d

∫

ddqE
(2π)4

k2 ηµν − kµkν
(

q2E +∆
)2

=
i

(4π)2

(

k2ηµν − kµkν
)

δab
(

−2C(jφ)C(Rφ)
)(

log
Λ̃2

k2
+ finite

)

. (5.130)

Putting everything together, we find then:

tr log∆φ =
i

2

∫

d4k

(2π)2
cφ

(4π)2
log

Λ̃2

k2
˜̄Aaµ(−k)

(

k2ηµν − kµkν
)

˜̄Aaν(k) + finite , (5.131)

where

cφ =
(1

3
d(jφ)− 4C(jφ)

)

C(Rφ) . (5.132)

For the three different fields, this gives:

cc =
1

3
C(G) , cψ = −8

3
C(R) , cη = −20

3
C(G) . (5.133)

The coefficient b of the β-function is then given by:

b =
1

2
cη − cc −

1

2
cψ

= −11

3
C(G) +

4

3
C(R) . (5.134)
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6 Effective theories

6.1 Low-energy effective theories

It is natural to believe that in order to describe a physical phenomenon occurring at some

typical length scale, it should be sufficient, in first approximation, to use a theory involving

degrees of freedom with a wave-length comparable to or larger than that scale. Possible

microscopic details concerning much shorter wave-lengths should induce only mild indirect

effects, and it should be possible to account for these through suitable parameters in the

theory describing the relevant macroscopic degrees of freedom. In other words, if one is

interested in describing phenomena limited to some minimal length scale, one can use

a simpler macroscopic theory instead of the full microscopic one, with parameters that

can either be computed from the microscopic theory if this is known or measured from

experiments. This type of effective theories proves to be very useful every time a large

separation of scales arises.

An effective quantum field theory is a quantum field theory emerging as an approximate

description of some theory valid below a certain maximal energy scale M . The typical

situation in which such an effective field theory naturally emerges and becomes relevant is

when particles with very different masses arise in a renormalizable quantum field theory.

Suppose for instance that there is a first field ϕ with a small mass m and a second field φ

with a large mass M , such that m≪M . Physical amplitudes computed in such a theory

will have a complicated non-analytic dependence on the external momenta, coming from

the fact that virtual particles contribute poles or cuts whenever they go close to mass-

shell. Suppose however that we want to use such a theory only to describe scattering of

light particles associated to ϕ at energies E much smaller that M , without any real heavy

particle associated to φ as external state. We expect then that the effects related to the

exchange of virtual heavy particles should be small and accountable in simple terms. This

is indeed true, due to the fact that such virtual states can now have only momenta which

are much smaller than the scale M . In tree diagrams, this is just implied by momentum

conservation, whereas in loop diagrams it becomes manifest only with certain choices of

regularization. This property implies that virtual states can never become real, and that

the non-analytic part of their propagator never becomes relevant. One can then think of

expanding the propagator of such virtual heavy particles in power series of p/M :

i

p2 −M2 + iǫ
→ −i

M2

1

1− p2/M2
≃ −i
M2

[

1 +
p2

M2
+
( p2

M2

)2
+ · · ·

]

. (6.1)

The effect of each term in the expansion can then be mimicked by some new local effective

interaction among the light fields, suppressed by some inverse power of M . Clearly, such

an expansion will break down as soon as p ∼ M . Physically, this is because at such scale

the heavy particles φ can be produced on-shell as real states, due to the imaginary part of

the full propagator, and it becomes then clearly impossible to account indirectly for their

effects without including them as genuine degrees of freedom in the theory. But if p/M

is small, one can reach an arbitrary accuracy by retaining sufficiently many orders in the

series.
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From the point of view of the quantum effective action, the above situation looks as

follows. If one wants to use the theory at arbitrary energies E, then the whole quantum

effective action is needed. However, for E ≪M , only the effective action for the light fields

is relevant, and the heavy fields can be integrated out in the functional integral. Moreover,

the contribution to the effective action produced by the process of integrating out the

heavy fields is effectively local, in the sense that it can be expanded as an infinite series of

new local operators. This reflects the fact that for E ≪M the virtual heavy particles can

propagate only over a small finite distance. All these new operators will have dimension

greater than 4 and will have a coefficient that is suppressed by some inverse power of M .

As a result, the effective theory is not renormalizable, even if the original theory was so,

in the sense that the subtraction of divergences will require the renormalization of all the

coefficients parametrizing this infinite number of new local operators. This is however not

a problem. On the contrary, it reflects that this theory has by construction a more limited

predictive power than the original one, limited to E < M . The important observation

is that whenever E/M is small, then any arbitrary finite accuracy can be reached by

retaining a sufficient but finite number of orders in the expansion in such parameter, and

thus a finite number of operators. The theory will then become predictive, to some extent,

once the coefficients of this limited set of operators has been fixed from experiments. This

has to be contrasted to the situation in the original exact renormalizable theory, where it

is possible to predict any observable with infinite accuracy after fitting only a finite set of

couplings. The difference is thus that in the effective theory the accuracy at fixed E can

only be increased if the number of measured parameters is increased. On the other hand,

the theory is much simpler.

The above reasoning implies that doing experiments with limited maximal energy E

and finite accuracy, it is only possible to assess a theory describing the involved physics as

an effective theory below some energy scaleM above E. This is because adding any higher-

dimensional operator suppressed by inverse powers of M will produce corrections that are

suppressed by some power of E/M , which becomes unobservable if M is sufficiently large.

For example, the Standard Model has been established to be indeed the correct description

of particle interactions only up to the Electroweak scale, but it may be that the true theory

differs from it at higher energies. The fact that the standard model is renormalizable only

tells that this is not necessary, and that in principle it could be the exact theory describing

particle interactions. Actually, it is believed that even in this extreme hypothesis, the

Standard Model should eventually break down at the Planck scale, where gravitational

interactions become important also for elementary particles and can no longer be ignored.

This is because General relativity is non-renormalizable as a quantum field theory, due

to the fact that its coupling is dimensionfull, and is thus forced to be an effective theory

with a validity range which is at most the Planck scale.

Summarizing, an effective theory is an approximate theory reproducing the IR behavior

of some more fundamental theory below a certain energy scale, with the virtue of being

much simpler and the limitation of loosing its predictivity in the UV, beyond the defining

energy scale. The classical Lagrangian of such a theory consists in general of a finite set of

operators with dimension 4, which are called marginal because they are equally relevant
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at all the scales, a finite number of operators of dimension smaller that 4, which are called

relevant because they become important in the IR, and finally an infinite set of operators

of dimension grater 4, which are called irrelevant because they become unimportant in the

IR. If the full theory is know, the coefficients of these operators can be computed. If on

the other hand the full theory is not know, one can write down all the possible operators

compatible with the assumed symmetries and think of their coefficients as parametrizing

our ignorance about the behavior of the theory beyond a certain scale. This effective theory

can then also be used at the quantum level, provided some care is used to renormalize it.

In fact, one can define the effective theory order by order in ~ by a matching procedure,

consisting in fixing the parameters of the effective theory in such a way that its 1PI

amplitudes reproduce the amplitudes of the exact theory that are 1PI with respect to

light fields, at some given order in the low-energy expansion in inverse powers of M .

6.2 Matching of parameters in a simple example

Let us now illustrate the matching procedure that must be followed to properly define an

effective theory in a simple toy model, involving two scalar fields ϕ and φ with masses m

and M and a cubic interaction parametrized by a coupling κ with dimensions of a mass.

The Lagrangian of the full theory is then:

L =
1

2
∂µϕ∂

µϕ− 1

2
m2ϕ2 +

1

2
∂µφ∂

µφ− 1

2
M2φ2 − 1

2
κϕ2φ . (6.2)

Let us now suppose that κ ∼ m and M ≫ m. One can then integrate out the heavy fields

φ and define an effective theory for the light fields ϕ below the scale M .

At the tree level, i.e. leading order in ~, the situation is particularly simple. The only

effective 1PI interaction vertex among ϕ’s that can be induced by exchanging virtual heavy

φ’s is a quartic vertex, obtained by gluing two cubic vertices with a heavy propagator. At

leading order in p2i /M
2, this has no momentum dependence and corresponds thus to an

operator without derivatives. The effective theory will then have the form:

L0
eff =

1

2
∂µϕ∂

µϕ− 1

2
m2ϕ2 − 1

4!
C

(4,0)
0 ϕ4 + · · · . (6.3)

In order to fix the coefficient C
(4,0)
0 , we simply require that the above effective Lagrangian

should reproduce the same answer as the full theory for the 1PI 4-point function of ϕ, at

leading order in p2i /M
2. This means that the matching condition is:

+ + = .

C
(4,0)
0

(6.4)

For the 3 diagrams in the exact theory, one simply finds−iκ2/(∆−M2), where ∆ = s, t, u.

The effective vertex in the low-energy theory gives instead −iC(4,0)
0 . Neglecting terms of

order ∆/M2, the matching conditions is then:

3i
κ2

M2
= −i C(4,0)

0 . (6.5)
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This fixes:

C
(4,0)
0 = a

(4,0)
0

κ2

M2
, a

(4,0)
0 = −3 . (6.6)

At next-to-leading order in p2i /M
2, 2 powers of momentum are involved and the matching

requires the introduction of a new operator with 2 derivatives and 4 fields, with a coefficient

of the form C
(4,2)
0 = a

(4,2)
0 κ2/M4. Similarly, all the higher-order terms in p2i /M

2 are

matched to operators involving 2n derivatives and 4 fields, with coefficients of the form

C
(4,2n)
0 = a

(4,2n)
0 κ2/M2n+2. The structure of the full tree-level effective Lagrangian can

finally be parametrized in terms of numerical coefficients a
(4,2n)
0 ∼ O(1) in the following

way:

L0
eff =

1

2
∂µϕ∂

µϕ− 1

2
m2ϕ2 − 1

4!
a
(4,0)
0

κ2

M2
ϕ4 − 1

2
a
(4,2)
0

κ2

M4
ϕ2∂µϕ∂

µϕ+ · · · . (6.7)

Note that since a
(4,0)
0 < 0, the potential is not bounded from below. But this is just an

accidental feature of this toy model, and it does not affect the general discussion of this

section.

The same result for the tree-level effective Lagrangian can be obtained from the path-

integral representation of the effective action, as a result of completing the squares in the

quadratic Lagrangian for the heavy fields and redefining a new shifted heavy fields. This

amounts indeed to using the equations of motion of the heavy field, using the propagator

and expanding it as an infinite series of local differential operators.

At the 1-loop level, i.e. next-to-leading order in ~, there are two types of 1PI effective

interaction vertices among ϕ’s that get corrected by the exchange of virtual heavy φ’s:

quadratic and a quartic vertices. At leading order in p2i /M
2, these have no momentum

dependence and correspond thus to operators without derivatives. The effective theory

will then have the form:

L1
eff =

1

2
∂µϕ∂

µϕ− 1

2

(

m2 + C
(2,0)
1

)

ϕ2 − 1

4!

(

C
(4,0)
0 + C

(4,0)
1

)

ϕ4 + · · · . (6.8)

In order to fix the coefficients C
(2,0)
1 and C

(4,0)
1 , we require that the above effective La-

grangian should reproduce the same answer as the full theory for the 1PI 2- and 4-point

functions, at leading order in p2i /M
2.

The matching condition for the 2-point function is encoded in the following equation

between diagrams in the exact theory and in the effective theory:

+ = + .
C

(4,0)
0 C

(2,0)
1

(6.9)

Evaluating the diagrams in the MS scheme at zero-momentum, one obtains:

i
κ2

(4π)2

(

1− M2

M2 −m2
log

M2

µ2
+

m2

M2 −m2
log

m2

µ2

)

− i

2

κ2

(4π)2
m2

M2

(

1− log
m2

µ2

)

=
i

2

C
(4,0)
0

(4π)2
m2

(

1− log
m2

µ2

)

− i C
(2,0)
1 . (6.10)
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In order to avoid large logarithms, the renormalization scale must be chosen close to the

scale defining the effective theory. Taking then µ = M and keeping only the leading and

next-to-leading order terms in m2/M2, one finds:

i
κ2

(4π)2

(

1− 1

2

m2

M2
+

3

2

m2

M2
log

m2

M2

)

=
i

2

C
(4,0)
0

(4π)2
m2

(

1− log
m2

M2

)

− i C
(2,0)
1 . (6.11)

Notice now that on both sides of this expression there are still terms involving the quantity

log(m2/M2), which becomes large when m is much smaller than M . However, using the

value C
(4,0)
0 = −3κ2/M2 determined by the tree-level matching, we see that their form is

exactly the same in the exact and the effective theory result appearing in the two sides, and

they thus drop out of the matching condition. This is a consequence of the fact that the

tree-level matched low-energy effective theory must reproduce the correct IR singularities

for m→ 0. Finally, dropping the subleading term in m2/M2, we find:

C
(2,0)
1 = a

(2,0)
1

κ2

(4π)2
, a

(2,0)
1 = −1 . (6.12)

Subleading orders in p2i /M
2 are matched with corrections to the coefficients of the higher-

derivative operators. The correction to the coefficient of the operator involving 2n deriva-

tives and 2 fields is found to behave as C
(2,2n)
1 = a

(2,2n)
1 κ2/[(4π)2M2n)].

The matching condition for the 4-point function can be worked out in a similar way.

It consists of the following equation between diagrams:

+ + + perm.

= + + + .

C
(4,0)
0 C

(4,0)
0

C
(4,0)
0

C
(4,0)
0

C
(4,0)
0

C
(4,0)
0

C
(4,0)
1

(6.13)

Choosing as before µ = M , to minimize logarithms, one finds again that the residual

logarithms of the type log(m2/M2) are identical in the full theory and the effective theory

computations, and drop therefore out of the matching, as a consequence of the value of

C
(4,0)
0 fixed by the tree-level matching. Finally, the matching condition fixes:

C
(4,0)
1 = a

(4,0)
1

κ4

(4π)2M4
, a

(4,0)
1 ∼ O(1) . (6.14)

Again, subleading orders in p2i /M
2 are matched with corrections to the coefficients of the

higher-derivative operators. The correction for the operator involving 2n derivatives and

4 fields is of the form C
(4,2n)
1 = a

(4,2n)
1 κ4/[(4π)2M2n+4)].

Finally, the effective Lagrangian at the 1-loop order can be parametrized with the

numerical coefficients a
(4,2n)
0 ∼ O(1) representing the leading tree-level corrections plus

some numerical coefficients a
(4,2n)
1 ∼ O(1) parametrizing the 1-loop corrections, and takes
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the following form:

L1
eff =

1

2

(

1 + a
(2,2)
1

κ2

(4π)2M2

)

∂µϕ∂
µϕ− 1

2

(

m2 + a
(2,0)
1

κ2

(4π)2

)

ϕ2

− 1

4!

(

a
(4,0)
0 + a

(4,0)
1

κ2

(4π)2M2

) κ2

M2
ϕ4

− 1

2

(

a
(4,2)
0 + a

(4,2)
1

κ2

(4π)2M2

) κ2

M4
ϕ2∂µϕ∂

µϕ+ · · · . (6.15)

It is then clear that in this simple example the dimensionless loop expansion parameter is

given by:

l =
κ2

(4π)2M2
. (6.16)

Note that in this example based on scalar fields, the 1-loop correction to the mass pa-

rameter is not necessarily small compared to the tree-level value m2. Indeed, since no

symmetry is restored when m2 → 0, the correction is additive rather than multiplicative.

This is different form what happens for fermions, where the correction is multiplicative

because for m → 0 a chiral symmetry is restored. In fact, we see that in the above toy

example involving only a super-renormalizable coupling κ, the natural value of the mass

is fixed by the 1-loop correction to be close to the scale defined by that coupling, namely

m2 ∼ κ2/(4π)2. In more general examples involving a light scalar field coupled through

a dimensionless coupling λ, for example to heavy fermions of mass M , one would instead

find that the natural value of the mass is close to the cut off, namely m2 ∼ λ2M2/(4π)2.

It should be enphasized that in the above matching at the 1-loop level, we have ne-

glected loop diagrams in the effective theory which are built with higher-derivative ver-

tices. This is because these diagrams give contributions which are further suppressed by

the small paramater:

ǫ =
m2

M2
. (6.17)

In dimensional regularization, this is manifestly true for each such diagram. Indeed, in such

schemes power divergences are absent and automatically replaced by a suitable power of

the light mass m, which combines with the inverse power of the large scale M multiplying

the higher-derivative operator used as vertex to give some power of the above dimen-

sionless parameter. In regularizations with a momentum cut-off at the scale M , on the

other hand, each such diagram gives a sizeable unsuppressed contribution, because power

divergences provide positive powers of the cut-off M which cancel the negative powers of

M coming with the operator. One would then have to resumm all the diagrams of a given

type involving vertices with arbitrary high derivatives. Since the physical predictions of

the theory should not depend on the choice of renormalization scheme, the resummation

of these diagrams should eventually give back a suppression factor. From these consider-

ations, it clearly emerges that mass-independent renormalization schemes are much more

convenient to use than mass-dependent schemes in effective theories, because they allow

to automatically disentangle power divergences and to manifestly organize the theory as

a 1/M expansion.
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6.3 Threshold effects and running

The difference between mass-dependent and mass-independent renormalization schemes

shows up in a crucial way also in the problem of understanding the running of a dimension-

less coupling in a theory with several mass scales. To illustrate the point, let us consider

for instance quantum electrodynamics, with a fermion of charge e and mass m. The 1-loop

correction to the two point function has the following structure:

+ = i
(

k2ηµν − kµkν
)

Π(k2) .µ ν µ ν
∆ZA

(6.18)

Using dimensional regularization, and introducing a Feynman parameter x to combine the

two propagators, the function Π(k2) is found to be given by:

Π(k2) =
8 e2

(4π)2

∫ 1

0
dxx(1− x) log

[

Λ̃2

m2 − k2x(1− x)

]

−∆ZA . (6.19)

Let us now compare the renormalized version Π(k2, µ) of this result obtained within a

sliding scale renormalization scheme and a minimal subtraction scheme, both defined at

a given scale µ. In particular, we shall look at the β-function for the coupling e. In

virtue of the identity ∆ψ
e = ∆Zψ linking the fermion vertex wave-function counterterms

in Abelian gauge theories, the only relevant ingredient is in this case the photon wave-

function counter term, and one has β = e/2µ∂/∂µ∆ZA. Since the dependence on µ in

Π comes entirely form ∆ZA , we can also write:

β = −e
2
µ
∂

∂µ
Π . (6.20)

The running gauge coupling is then defined by the differential equation

µ
dē(µ)

dµ
= β(ē(µ)) . (6.21)

In the sliding scale renormalization scheme, the renormalized vacuum polarization

function Π(k2, µ) is obtained by fixing the counter-terms in such a way that Π vanishes

for k2 = −µ2. This yields:

Π(k2, µ) = − 8 e2

(4π)2

∫ 1

0
dxx(1− x) log

[

m2 − k2x(1− x)

m2 + µ2x(1− x)

]

. (6.22)

This gives the following scale-dependent result for the β function:

β =
8 e3

(4π)2

∫ 1

0
dxx(1− x)

µ2x(1− x)

m2 + µ2x(1− x)
. (6.23)

This function displays a smooth transition for µ close to m, which interpolates between

two constant asymptotic values for µ much larger and much smaller than m:

β →











4

3

e3

(4π)2
, µ≫ m,

0 , µ≪ m.

(6.24)
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In this scheme, the charged fermion therefore automatically decouples at energies much

lower than its mass. Note moreover that Π(k2, µ) remains small for k and µ much smaller

than m, so that this scheme provides indeed a reliable description of the theory below the

fermion mass threshold.

In order to avoid solving the differential equation for the running coupling with the

exact µ-dependent β-function, one can use a matching procedure to take care of the

transition across the threshold. For µ ≫ m, the coupling runs with the approximately

constant β ≃ 4/3 e2/(4π)2, whereas for µ≪ m its does not run any further since β ≃ 0:

ē(µ′) ≃











ē(µ)

(

1− 4

3

ē(µ)2

(4π)2
log

µ′2

µ2

)−1/2

, µ, µ′ ≫ m,

ē(µ) , µ, µ′ ≪ m.

(6.25)

One can then match these two constant and logarithmically running behaviors around the

scale m. If one does that brutally, one finds:

ē(µ) ≃ ē(0)

(

1− 4

3

ē(0)2

(4π)2
θ(µ−m) log

µ2

m2

)−1/2

. (6.26)

Proceeding in this way, however, the approximate asymptotic value of the coupling that is

obtained at very low scales relative to its values at high scales suffers a sizable mismatch

compared to the true value obtained from the exact running. This is due to the fact

that below its mass threshold the decoupling fermion still contributes a small tail to the

β-function, which when accumulated gives a finite effect. One can however correct for

this mismatch and take into account this effect by adding a suitable threshold correction

to the running of the coupling. This threshold correction can be determined by using

the renormalized function Π(0, µ) at zero momentum to relate the coupling at very low

energies ē(0) to the coupling ē(µ) at energies µ well above the mass threshold but not too

much beyond. Indeed, as long as µ is not too big compared to m, Π(0, µ) is small and the

running coupling approximately coincides with the renormalized coupling. Comparing the

definition of the sliding scale renormalization scheme with the ordinary physical definition

of the low-energy coupling, we see that the residue at the photon pole is not 1 but rather

1−Π(0, µ). This implies that the effective coupling is actually rescaled by (1−Π(0, µ))−1/2 .

One finds then, taking formally µ≫ m:

ē(µ) ≃ ē(0)
(

1−Π(0, µ)
)−1/2

≃ ē(0)
(

1 +
1

2
Π(0, µ)

)

≃ ē(0) +
4 ē(0)3

(4π)2

∫ 1

0
dxx(1− x) log

[

µ2x(1− x)

m2

]

≃ ē(0) +
2 ē(0)3

3(4π)2

(

log
µ2

m2
− 5

3

)

. (6.27)

Matching this with the logarithmic running for µ′ > µ≫ m, one finally finds:

ē(µ) ≃ ē(0)

(

1− 4

3

ē(0)2

(4π)2
θ(µ−m)

(

log
µ2

m2
− 5

3

)

)−1/2

. (6.28)
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This expression is similar to the one derived with the brutal matching, except for a dis-

continuous shift at µ = m that accounts for threshold effects.

In the MS scheme, the renormalized Π(k2, µ) is obtained simply by substituting the

cut-off Λ̃ with the renormalization scale µ. One finds then:

Π(k2, µ) = − 8 e2

(4π)2

∫ 1

0
dxx(1− x) log

[

m2 − k2x(1− x)

µ2

]

. (6.29)

This gives now a constant β function:

β =
4

3

e3

(4π)2
. (6.30)

In this scheme, the charged fermion does therefore not seem to automatically decouple at

energies much lower than its mass. However, we see that Π(k2, µ) grows large for k and

µ much smaller than m, due to a large logarithm of the type log(m2/µ2). This signals

that such a scheme is actually not reliable to describe the theory below the fermion mass

threshold. One is then forced to switch to an effective theory below the mass scale m,

where the fermion is integrated out. In such an effective theory, the β function vanishes.

Matching the full theory and the effective theory at the scale m, one finds then the same

situation as in the sliding scale scheme. One can at this point incorporate by hand the

threshold correction computed in that scheme to improve the brutal matching.

In theories with several well separated mass scales mi, one can generalize this match-

ing procedure and define a succession of effective theories with gradually less degrees of

freedom. At each threshold mi, the corresponding field is integrated out, and the effec-

tive theory above the threshold is matched to the new simpler effective theory below the

threshold. In order to get a quantitatively accurate result for the running of dimensionless

couplings, at each threshold one has to include the finite threshold correction accounting

for the residual effects of the decoupling state.

6.4 Effective action for scalar electrodynamics

As a nice example where the effective field theory concept can be very efficiently used,

let us now consider the theory of a spin-0 point-particle with charge e and mass m in an

electromagnetic field. The Lagrangian is given by:

L = −1

4
FµνF

µν + (Dµφ)
∗Dµφ−m2|φ|2 , (6.31)

where:

Dµ = ∂µ − ieAµ . (6.32)

The effective action at energies much smaller that the mass m can be obtained by in-

tegrating out the charged particles and computing the resulting effective action for the

gauge fields. Due to the nature of the interaction vertices, there is no tree-level effect and
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the leading new operators arise only at the 1-loop level. The relevant kinetic operator for

the scalar field fluctuations is given by:

− δ2S

δφ δφ∗
= D2 +m2 . (6.33)

The 1-loop correction to the effective action, normalized in such a way that for vanish-

ing fields it vanishes and defined after analytic continuation to Euclidean space, is given

by:

Γ1(A) = −tr log
−D2

E +m2

−�E +m2
+∆S1

=

∫ ∞

0

dτ

τ

(

tr
[

e−τ(−D
2
E+m2)

]

− tr
[

e−τ(−�E+m2)
]

)

+∆S1 . (6.34)

where

DEµ = ∂Eµ − ieAEµ . (6.35)

The basic object to compute is now the first-quantized partition function:

Z(τ,AE) = tr
[

e−τĤ
]

, (6.36)

for a point-particle in four-dimensional Euclidean space with Hamiltonian given by:

Ĥ = −D2
E +m2 . (6.37)

Recall now that the Hamiltonian for a non-relativistic point-particle of mass m̂ and charge

e interacting with an ordinary scalar potential V̂ and an electromagnetic vector potential

Â is given by Ĥ = −D2
E/(2m̂)+ V̂ . Comparing with the above expression, we can identify

m̂ = 1/2, V̂ = m2 and Â = AE(qE). The corresponding Lagrangian is then given by

L̂ = (m̂/2)q̇2E − V̂ − e q̇E · Â, that is:

L̂ =
1

4
q̇2E −m2 − e q̇E · A(qE) . (6.38)

Using this expression, and analytically continuing to Euclidean time t → −iτ , we finally

arrive to the following path-integral representation of the partition function:

Z(τ,AE) =

∫

p.b.c
DqE exp

{

−
∫ τ

0
dτ ′ L̂E[qE(τ

′)]

}

. (6.39)

where:

L̂E =
1

4
q̇2E +m2 − ie q̇E · AE(qE) . (6.40)

For generic electromagnetic backgrounds, the Lagrangian is not quadratic in qE and

one can at best evaluate the path-integral perturbatively in powers of the couplings. How-

ever, for slowly varying electromagnetic fields Fµν one can consider a derivative expansion

and try to compute the leading order dependence on Fµν , neglecting derivatives of it. In
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this approximation of constant field strength, one can choose a gauge where the electro-

magnetic potential is given simply by Aµ(x) = Fµνx
ν/2. In Euclidean space, this gives:

AµE(qE) =
1

2
FµνE qνE , (6.41)

where:

FµνE =











0 ExE EyE EzE
−ExE 0 Bz

E −By
E

−EyE −Bz
E 0 Bx

E

−EzE By
E −Bx

E 0











=











0 −iEx −iEy −iEz
iEx 0 Bz −By

iEy −Bz 0 Bx

iEz By −Bx 0











. (6.42)

The Lagrangian defining the partition function becomes then quadratic:

L̂E =
1

4
q̇µE q̇

µ
E +m2 − ie

2
FµνE q̇µEq

ν
E . (6.43)

This means that the path-integral is now Gaussian and can therefore be evaluated in

an exact way. To do so, we expand the integration field in a complete basis of periodic

functions in the interval [0, τ ]:

qµE(τ
′) = qµ0 +

∞
∑

n=1

(

qµnφn(τ
′) + q∗µn φ

∗
n(τ

′)
)

. (6.44)

The functions φn are orthonormal plane-waves with discretized frequencies:

φn(τ
′) =

1√
τ
eiωnτ

′

, ωn =
2πn

τ
. (6.45)

Plugging this decomposition into the Euclidean action, and performing the time integra-

tion with the help of the orthonormality condition, one finds:

ŜE = m2τ +

∞
∑

n=1

[1

2
ω2
nq

∗µ
n q

µ
n − eωnF

µν
E q∗µn q

ν
n

]

= m2τ +
1

2

∞
∑

n=1

ω2
nq

∗µ
n M

µν
n (F )qνn , (6.46)

where

Mµν
n (F ) = δµν − 2e

ωn
FµνE

=























1 i
2e

ωn
Ex i

2e

ωn
Ey i

2e

ωn
Ez

−i 2e
ωn
Ex 1 − 2e

ωn
Bz 2e

ωn
By

−i 2e
ωn
Ey

2e

ωn
Bz 1 − 2e

ωn
Bx

−i 2e
ωn
Ez − 2e

ωn
By 2e

ωn
Bx 1























. (6.47)
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The path-integral representation for the partition function gives then:

Z(τ, F ) =

∫

p.b.c.
DqE exp

{

−SE[qE ]
}

= N
∫

dqµ0 e
−m2τ

∞
∏

n=1

∫

dqµn

∫

dq∗µn exp

{

− 1

2
ω2
nq

∗µ
n M

µν
n (F )qµn

}

= N ′ (TV ) e−m
2τ

∞
∏

n=1

det−1
[

Mµν
n (F )

]

. (6.48)

The normalization factor can now be fixed by requiring that for vanishing electromagnetic

fields, F = 0, one should obtain the result for a free particle. Keeping an arbitrary

dimension d = 4− 2ǫ for later use, this is:

Z(τ, 0) =
TV

(4πτ)d/2
e−m

2τ . (6.49)

SinceMµν
n (0) = δµν , one has detMµν

n (0) = 1, and therefore the properly normalized result

for F 6= 0 is simply:

Z(τ, F ) =
TV

(4πτ)d/2
e−m

2τ
∞
∏

n=1

det−1Mµν
n (F ) . (6.50)

Now, starting from the definition of the 4 by 4 matrix Mµν
n (F ), one computes:

det
[

Mµν
n (F )

]

= 1−
( 2e

ωn

)2(
~E2 − ~B2

)

−
( 2e

ωn

)4(
~E · ~B

)2
(6.51)

This result depends, as it should, only on the two possible combinations of electric and

magnetic fields that are Lorentz invariant, namely:

F =
1

4
FµνF

µν = −1

2

(

~E2 − ~B2
)

, (6.52)

G =
1

4
Fµν F̃

µν = − ~E · ~B . (6.53)

One can thus finally rewrite the determinant as:

detMµν
n (F ) = 1 + 2F

( 2e

ωn

)2
− G2

( 2e

ωn

)4

=

[

1 +
(2ea+
ωn

)2
][

1 +
(2ea−
ωn

)2
]

. (6.54)

where the quantities a+ and a− are defined by:

a± =

√

F ±
√

F2 + G2 . (6.55)

Finally, the infinite product over modes can be evaluated by using the infinite product

representation of the sinh function:

∞
∏

n=1

[

1 +
(2ea±
ωn

)2
]

=
∞
∏

n=1

[

1 +
(eτa±)

2

π2n2

]

=
sinh(eτa±)

eτa±
. (6.56)
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The partition function for F 6= 0 is then given by the following compact expression:

Z(τ, F ) =
TV

(4πτ)d/2
e−m

2τ eτa+
sinh(eτa+)

eτa−
sinh(eτa−)

. (6.57)

Putting everything together, and adding an appropriate power of an arbitrary scale µ̃

to restore ordinary dimensions, the 1-loop correction to the effective action in the approx-

imation of slowly varying fields is given by:

Γ1[F ] =

∫ ∞

0

dτ

τ

(

Z(τ, F )− Z(τ, 0)
)

+∆S1

=
TV µ̃d−4

(4π)d/2

∫ ∞

0

dτ

τ1+d/2
e−m

2τ

(

eτa+
sinh(eτa+)

eτa−
sinh(eτa−)

− 1

)

+∆S1 . (6.58)

This expression contains a divergent correction to the free quadratic Lagrangian of elec-

tromagnetism, which is interpreted as the wave-function renormalization, plus an infinite

series of finite higher-order corrections, inducing non-linearities in the effective equations

of motion. These terms can be obtained by expanding the above expression in powers of

e as:

eτa+
sinh(eτa+)

eτa−
sinh(eτa−)

− 1 =

∞
∑

k=1

(eτ)2kfk(F ) . (6.59)

The first few coefficients are:

f1(F ) = −1

3
F = − 1

12
FµνF

µν , (6.60)

f2(F ) =
1

90

[

7F2 + G2
]

=
1

1440

[

7
(

FµνF
µν
)2

+
(

Fµν F̃
µν
)2
]

, (6.61)

· · · (6.62)

Using this expansion, rewriting the factor TV as an integral over space-time and perform-

ing the τ integral explicitly for each term, one finds then:

Γ1[F ] =

∫

d4x

( ∞
∑

k=1

cke
2kfk(F ) + ∆L1

)

, (6.63)

where:

ck =
µ̃d−4

(4π)d/2

∫ ∞

0
dττ2k−1−d/2e−m

2τ

=
Γ(2k − d/2)

(4π)d/2
µ̃d−4(m2)d/2−2k . (6.64)

The integral is divergent only for the first term k = 1, which has the same structure

as the tree-level Lagrangian. Using d = 4 − 2ǫ, sending ǫ → 0, and defining as usual

Λ̃ =
√
4πe−γ/2 e1/(2ǫ)µ̃, one finds:

c1 =
1

(4π)2
log

Λ̃2

m2
, (6.65)

ck =
Γ(2(k − 1))

(4π)2
m−4(k−1) , k = 2, 3, · · · . (6.66)
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Finally, adding up the tree-level and 1-loop contributions, one finds the following result

for the effective action:

Γ[F ] =

∫

d4x

[

− 1

4

(

1 +
e2

3(4π)2
log

Λ̃2

m2
+∆Z

)

FµνF
µν

+
e4

1440(4π)2m4

[

7
(

FµνF
µν
)2

+
(

Fµν F̃
µν
)2
]

+ · · ·
]

. (6.67)

Imposing the renormalization condition that the correction to the 1PI 2-point function

vanishes at a scale µ fixes the counter-term to be of the form:

∆Z = − e2

3(4π)2
log

µ2

m2
. (6.68)

This leaves:

Γ[F ] =

∫

d4x

[

− 1

4

(

1 +
e2

3(4π)2
log

µ2

m2

)

FµνF
µν

+
e4

1440(4π)2m4

[

7
(

FµνF
µν
)2

+
(

Fµν F̃
µν
)2
]

+ · · ·
]

. (6.69)

As expected, the effective action takes the form of a series in inverse powers of m. More

precisely, besides the operator F 2 of dimension 4, which is relevant at all energies, there

is an infinite series of operators of the form F 2+2n with dimension 4 + 4n and coefficient

m−4n, which are less and less relevant at energies below m. The dimensionless expansion

parameter is therefore (eF )/m2.

Note finally that by rescaling the gauge fields by the gauge coupling e, one can also

write the above result for the effective action in the following form:

Γ[F ] =

∫

d4x

[

− 1

4
ē−2(m)FµνF

µν

+
1

1440(4π)2m4

[

7
(

FµνF
µν
)2

+
(

Fµν F̃
µν
)2
]

+ · · ·
]

, (6.70)

in terms of an effective coupling at the scale m given by:

ē−2(m) = e−2 − 1

3(4π)2
log

m2

µ2
. (6.71)

Comparing with the general form of the running coupling in a gauge theory, we can deduce

that the β function for this Abelian theory with a charged scalar field is given by:

β(e) =
e3

3(4π)2
. (6.72)

6.5 Effective action for spinor electrodynamics

The computation of the previous section can be easily generalized to the more relevant

case of a spin-1/2 point-particle with charge e and mass m in a electromagnetic field. The

Lagrangian describing the theory is given by:

L = −1

4
FµνF

µν + ψ̄
(

i /D ±m
)

ψ , (6.73)
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where as before:

Dµ = ∂µ − ieAµ . (6.74)

The relevant kinetic operator for the spinor field fluctuations, which enters the determi-

nants of the effective action, is given by:

− δ2S

δψ δψ̄
= −i /D ∓m. (6.75)

The sign of the mass is irrelevant. Indeed, as a consequence of the properties of γ-matrices

one has:

tr log
(

−i /D +m
)

= tr log
(

i /D +m
)

=
1

2
tr log

(

/D2 +m2
)

. (6.76)

Moreover, one easily verfies that:

/D2 = D2 − e

2
σµνF

µν . (6.77)

The 1-loop correction to the effective action, normalized in such a way that for vanish-

ing fields it vanishes and defined after analytic continuation to Euclidean space, is given

by:

Γ1(A) =
1

2
tr log

−D2
E − e/2σE · FE +m2

−�E +m2
+∆S1

= −1

2

∫ ∞

0

dτ

τ

(

tr
[

e−τ(−D
2
E−e/2σE ·FE+m

2)
]

− tr
[

e−τ(−�E+m2)
]

)

+∆S1 , (6.78)

where

DEµ = ∂Eµ − ieAEµ . (6.79)

The basic object to compute is in this case the first-quantized partition function

Z(τ,AE) = tr
[

e−τĤ
]

, (6.80)

for a point-particle in four-dimensional Euclidean space with Hamiltonian given by:

Ĥ = −D2
E − e

2
σE · FE +m2 , (6.81)

and Lagrangian:

L̂ =
1

4
q̇2E −m2 − e q̇E ·A(qE) +

e

2
σE · FE(qE) . (6.82)

Going to Euclidean space one finally obtains the following Lagrangian:

L̂E =
1

4
q̇2E +m2 − i e q̇E ·AE(qE) +

e

2
σE · FE(qE) . (6.83)

In this case, the trace defining the partition function factorizes into a trace over spinor

indices of the exponential of the spin-interaction times a trace over modes that is identical
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to the one arising for a spin-0 particle. Since σE ·FE = σ ·F , the result for constant fields
is:

Z(τ, F ) =
TV

(4πτ)d/2
e−m

2τ tr
[

eeτ/2σ·F
] eτa+
sinh(eτa+)

eτa−
sinh(eτa−)

. (6.84)

The trace over spinor indices encodes the effect due to the interactions between the spin of

the charged particle and the electromagnetic field. It can be computed by recalling that:

{

σµν , σρσ
}

= 2
(

ηµρηνσ − ηµσηνρ
)

− 2iγ5ǫ
µνρσ . (6.85)

It follows that:

(

σ · F
)2

=
1

2

{

σµν , σρσ
}

FµνF ρσ

= 2FµνF
µν + 2iFµν F̃

µν

= 8
(

F + iγ5G
)

. (6.86)

Using the now the definitions of a±, one has:

F =
1

2

(

a2+ + a2−
)

, G = −i a+a− . (6.87)

It follows that:

(

σ · F
)2

= 4
[

(

a+ + a−
)2
P+ +

(

a+ − a−
)2
P−

]

. (6.88)

in terms of the chiral projectors

P± =
1

2

(

1± γ5
)

. (6.89)

Finally, this means that:

(

σ · F
)2n

= 22n
[

(

a+ + a−
)2n

P+ +
(

a+ − a−
)2n

P−

]

, (6.90)

(

σ · F
)2n+1

= 22nFµν

[

(

a+ + a−
)2n

σµνP+ +
(

a+ − a−
)2n

σµνP−

]

. (6.91)

Recalling then that tr[P±] = 2 and tr[σµνP±] = 0, one finds:

tr
[

eeτ/2σ·F
]

= 2

∞
∑

n=0

1

(2n)!
(eτ)2n

[

(

a+ + a−
)2n

+
(

a+ − a−
)2n
]

= 2 cosh
[

eτ
(

a+ + a−
)]

+ 2 cosh
[

eτ
(

a+ − a−
)]

= 4cosh(eτa+) cosh(eτa−) . (6.92)

This gives then the following result for the partition function:

Z(τ, F ) = 4
TV

(4πτ)d/2
e−m

2τ eτa+
tanh(eτa+)

eτa−
tanh(eτa−)

. (6.93)
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The 1-loop correction to the effective action in the approximation of slowly varying

fields is now given by:

Γ1[F ] = −1

2

∫ ∞

0

dτ

τ

(

Z(τ, F )− Z(τ, 0)
)

+∆S1

= −2
TV µ̃d−4

(4π)d/2

∫ ∞

0

dτ

τ1+d/2
e−m

2τ

(

eτa+
tanh(eτa+)

eτa−
tanh(eτa−)

− 1

)

+∆S1 .(6.94)

As before, this expression contains a divergent correction to the free quadratic Lagrangian

plus an infinite series of finite higher-order corrections, which can be obtained by expanding

the above expression in powers of e as:

−2

(

eτa+
tanh(eτa+)

eτa−
tanh(eτa−)

− 1

)

=

∞
∑

k=1

(eτ)2kfk(F ) . (6.95)

The first few coefficients are:

f1(F ) = −4

3
F = −1

3
FµνF

µν , (6.96)

f2(F ) =
2

45

[

4F2 + 7G2
]

=
1

360

[

4
(

FµνF
µν
)2

+ 7
(

Fµν F̃
µν
)2
]

, (6.97)

· · · (6.98)

Using this expansion, rewriting the factor TV as an integral over space-time and perform-

ing the τ integral explicitly for each term, one finds then:

Γ1[F ] =

∫

d4x

( ∞
∑

k=1

cke
2kfk(F ) + ∆L1

)

, (6.99)

where the coefficients ck have exactly the same values as for scalars:

c1 =
1

(4π)2
log

Λ̃2

m2
, (6.100)

ck =
Γ(2(k − 1))

(4π)2
m−4(k−1) , k = 2, 3, · · · . (6.101)

Finally, adding up the tree-level and 1-loop contributions, one finds the following result

for the effective action:

Γ[F ] =

∫

d4x

[

− 1

4

(

1 +
4e2

3(4π)2
log

Λ̃2

m2
+∆Z

)

FµνF
µν

+
e4

360(4π)2m4

[

4
(

FµνF
µν
)2

+ 7
(

Fµν F̃
µν
)2
]

+ · · ·
]

. (6.102)

Imposing the renormalization condition that the correction to the 1PI 2-point function

vanishes at a scale µ fixes the counter-term to be of the form:

∆Z = − 4e2

3(4π)2
log

µ2

m2
. (6.103)
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This leaves:

Γ[F ] =

∫

d4x

[

− 1

4

(

1 +
4e2

3(4π)2
log

µ2

m2

)

FµνF
µν

+
e4

360(4π)2m4

[

4
(

FµνF
µν
)2

+ 7
(

Fµν F̃
µν
)2
]

+ · · ·
]

. (6.104)

As expected, the effective action takes again the form of a series in inverse powers of

m, as in the case of scalar particles but with different numerical coefficients, and the

dimensionless expansion parameter is as before (eF )/m2.

Note finally that by rescaling the gauge fields by gauge coupling e, one can also write

the above result for the effective action in the following form:

Γ[F ] =

∫

d4x

[

− 1

4
ē−2(m)FµνF

µν

+
1

360(4π)2m4

[

4
(

FµνF
µν
)2

+ 7
(

Fµν F̃
µν
)2
]

+ · · ·
]

, (6.105)

in terms of an effective coupling at the scale m given by:

ē−2(m) = e−2 − 4

3(4π)2
log

m2

µ2
. (6.106)

Comparing with the general form of the running coupling in a gauge theory, we can deduce

that the β function for this Abelian theory with a charged fermion field is given by:

β(e) =
4 e3

3(4π)2
. (6.107)

6.6 Pair-production by constant electromagnetic fields

The parameters a+ and a− on which the 1-loop correction to the quantum effective action

for scalar and spinor electrodynamics depends are in general complex. Indeed, their

explicit expressions in terms of the electric and magnetic fields ~E and ~B are given by:

a± =
1√
2

√

±
√

(

~E2 − ~B2
)2

+ 4
(

~E · ~B
)2 −

(

~E2 − ~B2
)

. (6.108)

We see that a+ is always real, but a− can become imaginary. As a result, Γ has not

only a real dispersive part, but also an imaginary absortive part. Since the real part of

Γ is identified with the vacuum energy times the total time, its imaginary part can be

identified with the decay width of the vacuum. More precisely:

Γ = −T
(

EΩ − i
ΓΩ

2

)

. (6.109)

The probability per unit time and volume that the vacuum decays is then given by P =

ΓΩ/V , that is:

P = 2
ImΓ

TV
. (6.110)
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This effect is interpreted as due to the possibility for the electromagnetic field to decay

through the creation of pairs of charged particle/antiparticle pairs out of the vacuum.

In the simplest situation where ~E ⊥ ~B, a− becomes imaginary when | ~E| > | ~B|. Let us
then focus on the simplest situation where E 6= 0 and B = 0, as the prototype situation

where the phenomenon of pair creation can occur. In this situation, we have simply:

a+ = 0 , a− = iE . (6.111)

The effective action is then given by:

Γ[F ] =
TV

(4π)2

∫ ∞

0

dτ

τ3
e−m

2τ

[

nB

(

eτE

sin(eτE)
− 1

)

− 2nF

(

eτE

tan(eτE)
− 1

)]

+S +∆S . (6.112)

We see that the integrand has now poles for τ = nπ/(eE). The way to treat this poles

is dictated by the iǫ prescription on the free propagator of the charged particles, which

amounts to take:

m2 → m2 − iǫ . (6.113)

This is equivalent to saying that the integration contour in τ should be slightly deformed

above the real axis, with an infinitesimal constant and positive imaginary part. This

implies that the integral in τ will consist in a real contribution coming from the principal

part of the integral plus an imaginary part coming from the half residues at the poles.

More precisely, one has:

eτE

sin(eτE)
= PP

eτE

sin(eτE)
+ iπ

∞
∑

n=1

(−1)nδ(τ − nπ

|eE| ) , (6.114)

eτE

tan(eτE)
= PP

eτE

tan(eτE)
+ iπ

∞
∑

n=1

δ(τ − nπ

|eE| ) . (6.115)

It follows that:

P = 2
ImΓ[F ]

TV
=

(eE)2

8π4

∞
∑

n=1

1

n2

(

(−1)n+1nB + 2nF

)

e−nπm
2/|eE| . (6.116)

For typical particle masses and realizable electric fields, the exponent is tiny and the terms

with n > 1 can certainly be neglected. One finds then:

P ≃ (eE)2

8π4

(

nB + 2nF

)

e−πm
2/|eE| . (6.117)

The above effect is a non-perturbative effect. Indeed, in the limit in which the coupling

e is small, the decay rate has an essential singularity and vanishes faster than any power of

e. This means that this effect cannot be realized at any finite order in perturbation theory.

This fact is actually easy to understand in a physical way. Imagine for this to compute

the amplitude for n photons will equal frequency ω to produce a pair of charged particle
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and antiparticle. This is proportional to en, and has a kinematical threshold given by the

condition nω ≥ 2m. Now, in order to mimic a constant background electromagnetic field,

representing a coherent state of very soft photons, we have to take the frequency of these

photons to zero and their number to infinity: ω → 0, n → ∞. This shows that the effect

is infinitely suppressed in perturbation theory.

The fact that the probability has the form of an exponential suggests that it may have

a semiclassical interpretation in terms of tunneling through a potential barrier. This is

indeed the case, and one can understand at least qualitatively the result by thinking of

the particle/antiparticle pair as a system that is confined at any given point hidden in

the vacuum by a very localized potential barrier of heigh 2m. Applying an electric field,

one creates however a new contribution to the potential that decreases linearly with the

distance, whose slope is −|eE|. The creation of the pair out of the vacuum corresponds

then essentially to the process for a particle of mass M ∼ m through a barrier of height

V ∼ 2m and size ∆ ∼ 2m/|eE|. The semiclassical probability for this tunneling is given

by the formula:

logP ≃ −2

∫ x2

x1

dx
√

2MV (x) . (6.118)

The order of magnitude of the integral can now be estimated even without knowing the

precise form of the barrier, which affects only the O(1) normalization, and gives a result

in qualitative agreement with the precise quantum field theory computation:

logP ∼ −∆
√
MV ∼ − m2

|eE| . (6.119)

Unfortunately, the above effect is too small to be observable, even for the lightest

charged particles and the strongest electric fields that can presently be realized experi-

mentally.
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7 Symmetries and anomalies

7.1 Classical symmetries and Nöther’s theorem

Consider first a classical field theory involving some set of fields collectively denoted by φ.

In the canonical formulation, the dynamics is specified by an action functional depending

on the fields φ and their first derivatives:

S =

∫

d4xL
(

φ, ∂µφ
)

. (7.1)

The equations of motion are then obtained as the second order Euler-Lagrange equations

following from the least action principle:

δS

δφ
≡ ∂L
∂φ

− ∂µ
∂L
∂∂µφ

= 0 . (7.2)

The dynamics can also be rewritten in Hamiltonian form, by performing a Legendre

transform with respect to the canonical momentum π = δS/δ∂0φ. The Hamiltonian

functional has the form:

H =

∫

d3~xH
(

φ, ∂iφ, π
)

. (7.3)

The equations of motions are then decomposed into the system of coupled first order

Hamilton equations:

φ̇ =
δH

δπ
≡ ∂H
∂π

, π̇ = −δH
δφ

≡ −∂H
∂φ

+ ∂i
∂H
∂∂iφ

, (7.4)

In terms of Poisson brackets, these equations become

φ̇ =
{

φ,H
}

P
, π̇ =

{

π,H
}

P
. (7.5)

For a generic functional F on phase space, one finds then:

Ḟ =
{

F,H
}

P
. (7.6)

Conservation laws take the form of Lorentz-invariant continuity equations for a current

Jµ, which is then said to be conserved:

∂µJ
µ = 0 . (7.7)

The integral of the time component of such a current defines a conserved charge:

Q =

∫

d3~x J0 . (7.8)

Assuming that Q does not depend explicitly on time, one has then Q̇ = 0 and thus:

{

Q,H
}

P
= 0 . (7.9)
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The crucial general result about conserved quantities is Nöther’s theorem. This states

that conserved quantities are associated to continuous global symmetries of the action S.

Let us briefly review how this comes about. For simplicity, let us focus on internal sym-

metries, which do not affect the space-time coordinates. We consider then an infinitesimal

transformation depending on a small real parameter δα, of the form:

δαφ = δα
δφ

δα
. (7.10)

Using the Euler-Lagrange equations of motion, one finds that the variation of the action

under such a transformation takes the form:

δαS =

∫

d4x ∂µ
(

δα Jµα
)

, (7.11)

where

Jµα =
∂L
∂∂µφ

δφ

δα
. (7.12)

The invariance of S under transformations with constant δα, namely δαS = 0, implies

then that the above current is conserved:

∂µJ
µ
α = 0 . (7.13)

The corresponding conserved charge is given by:

Qα =

∫

d3~x π
δφ

δα
. (7.14)

It is straightforward to verify that the charge Qα generates the infinitesimal symmetry

transformations in phase space, in the sense that:

δφ

δα
=
{

φ,Qα
}

P
,

δπ

δα
=
{

π,Qα
}

P
. (7.15)

For a generic functional F on phase space, one finds then:

δF

δα
=
{

F,Qα
}

P
. (7.16)

Moreover, if there are several symmetries forming some Lie group with structure constants

fabc, the corresponding charges Qa realize the group algebra through Poisson brackets:

{

Qa, Qb
}

P
= fabcQc . (7.17)

Note finally that generalized transformations with non-constant δα do not represent an

invariance of the action, but induce a simple variation of S:

δαS =

∫

d4x ∂µδα J
µ
α . (7.18)

A theory with fields φ possessing a global symmetry can be promoted to a new theory

involving also a gauge field Aαµ with suitable couplings and transformation laws, in which
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the symmetry becomes local. To perform this gauging, one can proceed as follows. One

first assumes that the full action splits into two separately gauge-invartiant parts SG and

SM as follows:

S =

∫

d4xLG

(

Aαν , ∂µAαν
)

+

∫

d4xLM

(

φ, ∂µφ,Aαν
)

. (7.19)

The new field Aαµ is then taken to transform as a connection:

δαAαµ = g−1∂µδα . (7.20)

The current of the interacting theory is defined as the source term coming from SM in the

equation of motion for Aαµ:

Jαµ = −g−1 δSM
δAαµ

. (7.21)

The equations of motion for the gauge field take then the form:

δSG
δAαµ

= g Jαµ . (7.22)

The current Jµα is conserved, as a consequence of the invariance of SM under local trans-

formations with δα vanishing at infinity. Indeed, the only source of non-stationarity of

SM comes from δαAαµ, and thus:

δαSM =

∫

d4x
δSM
δAαµ

δαAαµ = −
∫

d4xJµα ∂µδα . (7.23)

Integrating by parts, we see that the invariance of SM implies:

∂µJ
µ
α = 0 . (7.24)

This is the same conservation law as in the global case, except that Jµα may now depend

also on Aαµ.

The standard example of this gauging procedure is quantum electrodynamics with

charged fermions. The starting point is the Lagrangian for a free fermion:

L = i ψ̄γµ∂µψ −mψ̄ψ . (7.25)

This has the global invariance δαψ = i δα ψ, leading to the conserved current

Jµ = ψ̄γµψ . (7.26)

The gauged version of this theory is obtained by minimally coupling the gauge field to

the fermion current through the covariant derivative Dµ = ∂µ − i gAµ, and is described

by the following Lagrangian:

L = i ψ̄γµDµψ −mψ̄ψ − 1

4
FµνF

µν . (7.27)

This has now the local invariance δαψ = i δα ψ, δαAµ = g−1∂µδα, and the conserved

current is again:

Jµ = ψ̄γµψ . (7.28)
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7.2 Quantum symmetries and Ward identities

In the operatorial formulation of a quantum field theory, the fields become operators φ

acting on a Hilbert space of particle states |N〉, and Poisson brackets become commutators

or anticommutators:

{

· · · , · · ·
}

P
→ −i

[

· · · , · · ·
}

. (7.29)

The field operators satisfy the Euler-Lagrange differential equations of motion δS/δφ = 0,

as functions of the coordinates:

δS

δφ
≡ ∂L
∂φ

− ∂µ
∂L
∂∂µφ

= 0 . (7.30)

The time evolution is dictated by the Heisenberg equations of motion, and for any operator

O constructed from the fields one has

Ȯ = −i
[

O,H
]

. (7.31)

The basic objects that one considers at the quantum level are however correlation func-

tions, defined by the vacuum expectation value of time-ordered products of fields:

〈φ(x1) · · · φ(xn)〉 = 〈Ω
∣

∣Tφ(x1) · · · φ(xn)
∣

∣Ω〉 . (7.32)

It turns out that such correlation functions satisfy a slightly different type of equations

of motion, compared to the field operators. Indeed, when the term involving ∂0π in the

equation of motion hits the time step-functions defining the T -product, one gets contact

terms:

∂0Tπ(x)φ(y) =
[

π(x), φ(y)
}

δ(tx − ty) = −i δ(x− y) . (7.33)

One finds then that the equations of motion from the fields translate into the following

relations between correlation functions, called Schwinger-Dyson equations:

〈δS
δφ

(x)φ(x1) · · · φ(xn)〉 = i
∑

k

〈φ(x1) · · · φ(xk−1)φ(xk+1) · · · φ(xn)〉δ(x − xk) . (7.34)

In the alternative path-integral formulation of a quantum field theory, the correlation

functions can also be computed through a functional integral over all possible paths,

weighted by a phase given by the action:

〈φ(x1) · · · φ(xn)〉 =

∫

Dφφ(x1) · · · φ(xn)ei S
∫

Dφ ei S
. (7.35)

In this formulation, the equations of motion satisfied by correlation functions can be

derived more directly, in a way that is moreover very similar to the classical case. One

uses a variational approach and considers an arbitrary infinitesimal field variation δφ

vanishing at infinity. One looks then at the path-integral with some field insertions and
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views this transformation as a shift in the dummy integration variables. This should leave

the result unchanged, implying that:

δ

(∫

Dφφ(x1) · · ·φ(xn)ei S
)

= 0 . (7.36)

Since the Jacobian of the field transformation is 1, so that δDφ = 0, this equation implies:

∫

Dφ
(

i δφ(x)
δS

δφ
(x)φ(x1) · · · φ(xn)

+
∑

k

φ(x1) · · · δφ(xk) · · · φ(xn)
)

eiS = 0 . (7.37)

Requiring that this should hold for any δφ and dividing by the path-integral without field

insertions, one finally recovers the Schwinger-Dyson equations:

〈δS
δφ

(x)φ(x1) · · · φ(xn)〉 = i
∑

k

〈φ(x1) · · · φ(xk−1)φ(xk+1) · · · φ(xn)〉δ(x − xk) . (7.38)

The Schwinger-Dyson equations for the correlation functions of the theory also imply

some relations on S-matrix elements. Indeed, recall that the S-matrix elements can be

obtained through the LSZ reduction formula, as amputated correlation functions. They

depend therefore only on the most singular part of the correlation functions, with one pole

for each external particle. As a result, they satisfy then the classical equations of motion,

because the contact terms in the Schwinger-Dyson equations always miss at least one of

the poles and are not enough singular to contribute.

Concerning conservations laws, it is naively expected that conserved quantities of the

classical theory should lead to corresponding conserved quantities in the quantum theory.

More precisely, in the operatorial formalism any classical conservation law should turn

into an equation for the corresponding current operator:

∂µJ
µ
α = 0 . (7.39)

This leads to a conserved charge operator Qα defined in the same way as in the classical

theory. The symmetry transformations associated to the conserved charge Qα are then

realized through operatorial transformations induced by the operator U(α) = eiαQα . For

an infinitesimal transformation, one finds in particular:

δO

δα
= i
[

O,Qα
]

. (7.40)

Moreover, conserved charges must commute with H if they do not depend explicitly on

time:

[

Qα,H
]

= 0 . (7.41)

As for the equation of motion, which implies some identities for correlation functions

involving the fields, the conservation equation ∂µJ
µ
α = 0 implies some identities for cor-

relation functions, involving now the current. Again, the difference with respect to the
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operatorial equations consists in some contact terms, which are relevant off-shell but not

on-shell. In the operatorial formulation, these contact terms arise from the T -product, as

before. Using the form of the current and the canonical commutation relations, one finds

then the following Ward identity:

〈∂µJµα(x)φ(x1) · · · φ(xn)〉 = i
∑

k

〈φ(x1) · · ·
δφ

δα
(xk) · · · φ(xn)〉δ(x − xk) . (7.42)

In the path-integral formulation, these Ward identities can be derived by proceeding

as for the equations of motion, but considering an infinitesimal symmetry transformation

of the type:

δαφ = δα
δφ

δα
. (7.43)

If this corresponds to a classical global symmetry, δαS = 0 for constant δα. However, for

non-constant δα vanishing at infinity, one finds:

δαS =

∫

d4x ∂µδα J
µ
α = −

∫

d4x δα ∂µJ
µ
α . (7.44)

Consider then the path integral with some field insertions, and view this transformation

as a change of the dummy integration variables. This should leave the result unchanged:

δα

(
∫

Dφφ(x1) · · ·φ(xn)ei S
)

= 0 . (7.45)

Assuming that the Jacobian of the transformation is 1, as it turns out to be for most of

the relevant symmetries, so that δαDφ = 0, this relation implies:
∫

Dφ
(

−i
∫

d4x δα(x)∂µJ
µ
α(x)φ(x1) · · · φ(xn)

+
∑

k

φ(x1) · · · δα(xk)
δφ

δα
(xk) · · · φ(xn)

)

eiS = 0 . (7.46)

Requiring this to hold for any δα and dividing by the path-integral without insertions,

one recovers finally the same Ward identity as in the operator formalism:

〈∂µJµα(x)φ(x1) · · · φ(xn)〉 = i
∑

k

〈φ(x1) · · ·
δφ

δα
(xk) · · · φ(xn)〉δ(x − xk) . (7.47)

The Ward identities satisfied by correlation functions imply again relations for S-

matrix elements, as was the case for the equations of motion. Again, the extra terms

modifying the operatorial conservation law do however not contribute to the S-matrix

elements, because they are not enough singular. The S-matrix elements satisfy therefore

the classical conservation laws.

To illustrate the role and the importance of Ward identities, let us consider the stan-

dard example of quantum electrodynamics. Consider in particular the special correlation

function 〈Jµ(x)ψ(y1)ψ̄(y2)〉. The Ward identity gives in this case:

〈∂µJµ(x)ψ(y1)ψ̄(y2)〉 = −〈ψ(y1)ψ̄(y2)〉δ(x − y1) + 〈ψ(y1)ψ̄(y2)〉δ(x − y2) . (7.48)
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The left hand side of this relation corresponds to the couplingMµ between one unphysical

gauge boson and two fermions, whereas the right hand side contains the fermion propa-

gator S. More precisely, taking the Fourier transform of this relation, with momenta k,

p1 and p2 which satisfy k = p2 − p1 by translational invariance, one finds:

kµM
µ(p1, p2) = S( /p2)− S( /p1) . (7.49)

Diagrammatically, this implies the following relation between the connected 3-point and

2-point correlation functions:

kµ × = − .

p2

p1

µ

k

p2

p2

p1

p1

(7.50)

In order to get the corresponding relation between S-matrix elements, one needs to am-

putate the two external fermion lines, by writing

Mµ(p1, p2) = S( /p1)
(

−iΓµ(p1, p2)
)

S( /p2) . (7.51)

The Ward identity becomes then

− i kµΓ
µ(p1, p2) = S−1( /p1)− S−1( /p2) . (7.52)

Finally, one can use the 1PI decomposition of the propagator and the vertex

S( /p) =
i

/p −m− Σ( /p)
, Γµ(p1, p2) = γµ + Λµ(p1, p2) , (7.53)

to rewrite the Ward identity in the following form:

(p2 − p1)µΛ
µ(p1, p2) = Σ( /p2)− Σ( /p1) . (7.54)

This implies that unphysical longitudinal photons are decoupled on-shell, since then

Σ( /pi) = Σ(m), and have a simple and rigidly determined effect off-shell. This prop-

erty is crucial for the consistency of the quantum theory, and in particular for the correct

decoupling of unphysical negative norm photon states.

7.3 Regularization and anomalies

In quantum field theory, there are UV divergences. One needs therefore to regularize the

theory with some finite cut-off, renormalize it, and finally remove the cut-off. Due to this

complication, the formal derivation of the Ward identities can happen to be invalidated,

with the appearence of so-called anomalies. The classical symmetry is then broken by

quantum effects.
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Quantum anomalies in a classical symmetry can appear only if there does not exist

any UV regularization of the theory which manifestly preserves that symmetry. However,

anomalies are actually finite IR effects. They do not depend on the regularization method,

but only on which symmetries this respects. They represent thus genuine physical effects.

The precise way anomalies show up varies with the formalism, but always rests on

some subtlety related to regularization. In the operatorial formalism, the subtlety is

that the current Jµα associated to a classical symmetry is a composite field, involving

products of fields at the same point, which gives a singular behavior. In the path integral

formalism, the subtlety is that the measure Dφ is a formal infinite-dimensional product

which needs to be properly defined, and which can give rise to unexpected Jacobians under

transformations. In a perturbative diagrammatic expansion, the subtlety is that certain

loop diagrams are linearly divergent, and shifting the momentum integration variables is

not trivially allowed.

The physical effect of an anomaly in a symmetry existing in the classical limit is that

the symmetry disappears at the quantum level. More precisely, it is violated by specific

and computable effects. For global symmetries, which correspond to true restrictions on

the theory, this anomalous effect is perfectly consistent. It may happen and means that the

classical selection rules are violated at the quantum level in a specific way. The predicted

violation of selection rules associated to these effects has been verified experimentally in

several situations. For local symmetries, which correspond to fake redundancies of the

theory, the appearance of an anomaly is inconsistent, because unphysical states do then

no longer decouple and ruin unitarity. It must therefore be excluded. The consistency

requirements implied by the absence of such catastrophic effects are satisfied in a non-

trivial way by relevant physical models, like for instance the Standard Model.

7.4 Anomalies in global chiral symmetries

The prototypical situation where a quantum anomaly arises is the chiral symmetry for

fermions. Consider for instance the theory of a massless Dirac fermion interacting with

an Abelian gauge field in the standard minimal way through Dµ = ∂µ − igAµ:

L = iψ̄γµDµψ − 1

4
FµνF

µν . (7.55)

This has a U(1) local gauge symmetry associated to group elements of the form eiα and

acting as:

δψ = iδαψ , δψ̄ = −iδαψ̄
δAµ = g−1∂µδα . (7.56)

The corresponding conserved current is:

Jµ = ψ̄γµψ . (7.57)

94



It also has a U(1)5 global chiral symmetry associated to group elements of the form eiα5γ5

and acting as:

δ5ψ = iδα5γ5ψ , δ5ψ̄ = iδα5ψ̄γ5

δ5Aµ = 0 . (7.58)

The corresponding conserved current is:

Jµ5 = ψ̄γµγ5ψ . (7.59)

At the classical level, both symmetries are present and:

∂µJ
µ = 0 , ∂µJ

µ
5 = 0 . (7.60)

At the quantum level, however, it is impossible to regularize the theory while preserving

both of these symmetries, and one of the two is broken. Using a regularization preserving

U(1) but not U(1)5, one finds for instance:

〈∂µJµ〉 = 0 , 〈∂µJµ5 〉 6= 0 . (7.61)

The anomaly can be computed in many different ways. In order to illustrate the fact that

it is a genuine physical effect which does not depend on the details of the regularization,

but only on its symmetry properties, it is useful to study how it appears in the operatorial

formulation, in the path-integral fornulation, and also in the perturbative evaluation of

amplitudes in terms of Feynman diagrams.

In the operatorial formalism, we need to regularize the current operator in a gauge

invariant way. This can be done by the so-called point-splitting method, defining a regu-

larized version of the current composite operator by splitting apart the two fermions fields

that it involves of some small distance ǫµ:

Jµ5 (x, ǫ) = ψ̄(x+
ǫ

2
)γµγ5ψ(x−

ǫ

2
) exp

{

ig

∫ x+ǫ/2

x−ǫ/2
dyµAµ(y)

}

. (7.62)

The last Wilson line factor is needed in order for the regularized current to be invariant

under local gauge transformations. Using the equations of motion γµ∂µψ = igγµψAµ, one

computes then the divergence of the current:

∂µJ
µ
5 (x, ǫ) = −igJµ5 (x, ǫ)

[

Aµ(y)
∣

∣

∣

x+ǫ/2

x−ǫ/2
−∂µ

∫ x+ǫ/2

x−ǫ/2
dyνAν(y)

]

. (7.63)

At leading order in ǫ this yields:

∂µJ
µ
5 (x, ǫ) = igJµ5 (x, ǫ)Fµν(x)ǫ

ν . (7.64)

Taking the vacuum expectation value of this object, and treating Aµ(x) as an external

field, one finds:

〈∂µJµ5 (x, ǫ)〉 = ig〈Jµ5 (x, ǫ)〉Fµν(x)ǫν . (7.65)

95



The quantity appearing on the right hand side is essentially the fermion propagator in the

background field Aµ(x), taken between the two points xµ ± ǫµ/2. For small ǫ, one finds

indeed:

〈Jµ5 (x, ǫ)〉 = i tr
[

γ5γ
µS(A(x), ǫ)

]

. (7.66)

This expression has a singularity for ǫ → 0, which can be computed by expanding the

fermion propagator in powers of the external gauge field Aµ(x). Diagrammatically, this

corresponds to the following series:

= + + · · · . (7.67)

Each photon insertion comes with an additional inverse power of the momentum in Fourier

space, and makes therefore the propagator less singular in the UV, which corresponds to

short distances in configuration space. On the other hand, photon insertions also bring

some further γ matrices, which are needed to make the trace over spinor indices non

zero. Indeed, a trace involving γ5 is non-vanishing only if it involves at least 4 other γµ

matrices, and tr[γ5 γ
µγνγαγβ] = −4iǫµναβ . One finds then the following situation. The

term without any insertion is singular, but does not contribute to the trace. The term

with just one insertion is still singular and contributes to the trace. Finally the terms

with several insertions are regular and although they contribute to the trace they can be

discarded. Computing then the relevant diagram with one insertion, one finds:

〈Jµ5 (x, ǫ)〉 = ig

∫

d4k

(2π)4
e−ikx

∫

d4p

(2π)4
eipǫ tr

[

γ5γ
µ 1

/p
/A(k)

1

/p− /k

]

=−4g

∫

d4k

(2π)4
e−ikx

∫

d4p

(2π)4
eipǫ

ǫµαβγpαAβ(k)(p−k)γ
p2(p−k)2

=−4g

∫

d4k

(2π)4
e−ikxǫµαβγkβAγ(k)

∫

d4p

(2π)4
eipǫ

pα
p2(p−k)2 . (7.68)

In the limit of small ǫ, the integral in p becomes linearly divergent and can be easily

computed. One finds:

∫

d4p

(2π)4
eipǫ

pα
p4

= − i

8π2
ǫα
ǫ2
. (7.69)

This gives then:

〈Jµ5 (x, ǫ)〉 =
ig

4π2
ǫα
ǫ2
ǫµαβγFβγ(x) . (7.70)

For the divergence of the current, this implies:

〈∂µJµ5 (x, ǫ)〉 = − g2

4π2
ǫαǫ

ν

ǫ2
ǫµαβγFβγ(x)Fµν(x) . (7.71)
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Finally, one can take the limit ǫ→ 0 in a symmetric way, with

lim
ǫ→0

ǫαǫβ

ǫ2
=

1

4
ηαβ . (7.72)

This yields a non-trivial finite result:

〈∂µJµ5 (x)〉 = − g2

16π2
ǫµναβFµν(x)Fαβ(x) . (7.73)

On the other hand, proceeding in the same way for the other current one finds

〈∂µJµ(x)〉 = 0 . (7.74)

In the path-integral formalism, we need to suitably define and regularize the functional

integration measure. This can be done by expanding the fermion fields in a basis of

eigenmodes of the kinetic operator i /D:

i /Dψn(x) = λnψn(x) . (7.75)

It is useful to temporarily make an analytic continuation to Euclidean space. The operator

i /D is then Hermitian, and the basis is guaranteed to be orthonormal and complete:

∫

d4xψ†
m(x)ψn(x) = δmn ,

∑

n

ψn(x)ψ
†
n(y) = δ(x− y) . (7.76)

The fields ψ and ψ̄, which must be treated as independent, can now be expanded as

follows:

ψ(x) =
∑

n

anψn(x) , ψ̄(x) =
∑

n

ânψn(x) . (7.77)

The path integral measure is then naturally defined as:

DψDψ̄ =
∏

n

dandân . (7.78)

Consider now the local version of the chiral transformation, namely δ5ψ = iδα5γ5ψ and

δ5ψ̄ = iδα5ψ̄γ5 with non-constant δα5, to derive the Ward identity for the chiral current.

These transformation act as follows on the mode coefficients an and ân:

δam =
∑

n

(

δmn + δCmn

)

an , δâm =
∑

n

(

δmn + δCmn

)

ân , (7.79)

where:

δCmn = i

∫

d4x δα5(x)ψ
†
m(x)γ5ψn(x) . (7.80)

The Jacobian associated to each of these transformations has the form:

J = det(1 + δC) = exp
{

tr log(1 + δC)
}

= exp
{

tr δC
}

. (7.81)
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This gives a result of the form:

J = exp
{

i

∫

d4x δα5(x)A(x)
}

, (7.82)

where:

A(x) =
∑

n

ψ†
n(x)γ5ψn(x) . (7.83)

If A(x) 6= 0, then J 6= 1 and an additional term appears in the derivation of the Ward

identity. Indeed, viewing the transformation as a change of variables, one should have:

δ5

(∫

DψDψ̄ eiS
)

= 0 (7.84)

The action transforms as before, but the measure gets rescaled by J−2:

ei S → ei S exp
{

i

∫

d4x δα5(x) ∂µJ
µ
5 (x)

}

,

DψDψ̄ → DψDψ̄ exp
{

−2i

∫

d4x δα5(x)A(x)
}

. (7.85)

We conclude then that the Ward identity becomes in this case:

〈∂µJµ5 (x)〉 = 2A(x) . (7.86)

The anomalous exponent A is ambiguous and needs to be regularized, since by using the

completeness property of the ψn(x) one formally finds A(x) = tr[γ5] δ(0) = 0 ·∞. One can

introduce for this a cut-off Λ to damp the contribution of modes with large eigenvalues

and define:

A(x,Λ) =
∑

n

ψ†
n(x)γ5e

−λ2n/Λ
2

ψn(x) . (7.87)

This corresponds to the following trace over the spectrum of states, with the zero-mode

omitted:

A(x,Λ) = Tr′
[

γ5 e
−(i /D)2/Λ2

]

. (7.88)

To evaluated this, we first use the identity:

(i /D)2 = −1

4

{

γµ, γν
}{

Dµ,Dν

}

− 1

4

[

γµ, γν
][

Dµ,Dν

]

= −D2 +
g

2
σµνFµν . (7.89)

We next expand the argument of the trace in powers of Aµ. Each power of Aµ comes with

a factor Λ−1 or Λ−2, and at most two γ matrices. The leading contribution to A(x,Λ) for

large Λ comes then from the term involving the minimal number of powers of Aµ required

to make the trace over spinor indices non-vanishing. This gives:

A(x,Λ) =
g2

8Λ4
Tr′
[

e−�/Λ2
]

tr
[

γ5 σ
µνσαβ

]

Fµν(x)Fαβ(x) . (7.90)
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The trace over spinor indices gives then tr[γ5 σ
µνσαβ ] = 4iǫµναβ , whereas the remaining

trace over free states gives:

Tr′
[

e−�/Λ2
]

=

∫

d4p

(2π)4
ep

2/Λ2

=
i

16π2
Λ4 . (7.91)

We are finally left with a finite result when Λ → ∞:

A(x) = − g2

32π2
ǫµναβFµν(x)Fαβ(x) . (7.92)

This reproduces the same result as before for the anomalous Ward identity:

〈∂µJµ5 (x)〉 = − g2

16π2
ǫµναβFµν(x)Fαβ(x) . (7.93)

One the other hand, proceeding similarly one finds:

〈∂µJµ(x)〉 = 0 . (7.94)

It is instructive to study also how the anomaly emerges within a perturbative approach

in terms of Feynman diagrams. It turns out that it entirely comes from a linearly divergent

one-loop triangle diagram. To see this, consider the matrix element of Jµ5 between the

vacuum and a 2-photon state, which should be directly sensitive to the anomaly. At

the one-loop level and in momentum space, this receives contributions from two similar

diagrams, which are related by the crossing (α, k1) ↔ (β, k2):

T µαβ(k1, k2) = +l−k1+k2µ
q

l+k2

l−k1

α
k1

β
k2

µ
q

l+k1

l−k2

α
k1

β
k2

l−k2+k1

= ig2
∫

d4l

(2π)4

{

tr
[

γµγ5
1

/l − /k1
γβ

1

/l − /k1+ /k2
γα

1

/l + /k2

]

+tr
[

γµγ5
1

/l − /k2
γα

1

/l − /k2+ /k1
γβ

1

/l + /k1

]

}

. (7.95)

Taking the divergence of the current corresponds to contracting this result with the mo-

mentum flowing in at the vertex, namely qµ = (k1+k2)µ. One finds then in each of the

two diagrams a factor qµγ
µγ5, which can be decomposed as follows:

qµγ
µγ5 =

(

/l + /k2
)

γ5 + γ5
(

/l − /k1
)

=
(

/l + /k1
)

γ5 + γ5
(

/l − /k2
)

. (7.96)

In each term of qµT
µαβ there is then one propagator denominator that cancels, and finally

one finds:

qµT
µαβ(k1, k2) = ig2

∫

d4l

(2π)4

{

tr
[

γ5
1

/l − /k1
γβ

1

/l − /k1+ /k2
γα − γ5

1

/l − /k1+ /k2
γα

1

/l + /k2
γβ
]

+(α, k1) ↔ (β, k2)

}

. (7.97)
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If one could now freely shift l, each diagram would be antisymmetric under the crossing

(α, k1) ↔ (β, k2) and the result would cancel. But the integral is linearly divergent and

must be regularized. A shift in the integration variable leaves then a finite surface term:

∆(a) =

∫

d4l

(2π)4

[

f(l + a)− f(l)
]

=

∫

d4l

(2π)4

[

aµ∂µf(l) + · · ·
]

=
i

8π2
lim
l→∞

aµlµ l
2f(l) . (7.98)

Applying this to the expression for qµT
µαβ with the appropriate shifts (aµ = (2k1−k2)µ

in the first term of the first row and aµ = (2k2−k1)µ in the first term of the second row)

and evaluating the spinorial traces, one finds two identical terms which add up and finally

give:

qµT
µαβ(k1, k2) =

g2

2π2
ǫαβρσk1ρk2τ . (7.99)

This result finally implies the same anomalous Ward identity in configuration space that

was derived before, namely:

〈∂µJµ5 (x)〉 = − g2

16π2
ǫµναβFµν(x)Fαβ(x) . (7.100)

A similar computation for the gauge current yields instead:

〈∂µJµ(x)〉 = 0 . (7.101)

7.5 Generalizations

The analysis of chiral anomalies can be extended to theories with several fermions and

more general symmetries, forming a group G with generators satisfying [T a, T b] = ifabcT c.

Consider for instance a theory with massless Dirac fermions interacting with non-Abelian

gauge fields with Dµ = ∂µ − igAaµT
a:

L = iψ̄γµDµψ − 1

4
F aµνF

aµν . (7.102)

This has a group G of local gauge symmetries associated to group elements of the form

eiα
aTa and acting as:

δψ = iδαaT aψ , δψ̄ = −iδαaT aψ̄
δAaµ = g−1∂µδα

a + fabcAbµδα
c . (7.103)

The corresponding covariantly conserved currents are given by:

Jaµ = ψ̄γµT aψ . (7.104)

It also has a group G5 of global chiral symmetries associated to group elements of the

form eiα
a
5T

aγ5 and acting as:

δ5ψ = iδαa5T
aγ5ψ , δ5ψ̄ = iδαa5ψ̄γ5T

a

δ5A
a
µ = fabcAbµδα

c
5 . (7.105)
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The corresponding covariantly conserved currents are given by:

Jaµ5 = ψ̄γµγ5T
aψ (7.106)

At the classical level, both symmetries are present and:

DµJ
aµ = 0 , DµJ

aµ
5 = 0 . (7.107)

At the quantum level, however, one finds:

〈DµJ
aµ〉 = 0 , 〈DµJ

aµ
5 〉 = − g2

16π2
dabc ǫµναβF bµνF

c
αβ , (7.108)

in terms of the symmetric constants:

dabc = symtr
[

T aT bT c
]

. (7.109)

In the computations done so far, we have used regularizations preserving manifestly

the local gauge symmetry, and found an anomaly in the global chiral symmetry. One can

however generalize these computations by using families of regularizations that depend

on a continuous parameter ξ, and which preserve the gauge symmetry only for ξ = 0.

The deformation concerns respectively the phase of the Wilson line factor, the gauge field

dependence of the operator used to regulate the Jacobian and a shift in the loop momentum

in the three methods that have been used. It turns out that such regularizations preserve

then the chiral symmetry for some other non-zero value of the parameter, which we can

conventionally take to be ξ = 1. One finds then that for a generic value of ξ the two Ward

identities become:

〈DµJ
aµ〉 = 2 ξAa , 〈DµJ

aµ
5 〉 = 2 (1 − ξ)Aa , (7.110)

where

Aa = − g2

32π2
dabc ǫµναβF bµνF

c
αβ . (7.111)

This shows that it is possible to preserve either the gauge symmetry, for ξ = 0, or the

chiral symmetry, for ξ = 1, but not both simultaneously. Since the gauge symmetry is

local and the chiral symmetry is global, we are forced by consistency to choose the option

where gauge invariance is preserved and chiral symmetry is sacrificed.

7.6 Anomalies in local gauge symmetries

Much as an ordinary gauge symmetry is local thanks to a vector gauge field Aµ, a global

chiral symmetry can be made local by introducing an additional axial gauge field A5µ.

Consider for instance a theory with massless Dirac fermions interacting vectorially with

some gauge fields Aaµ and axially with some other gauge fields Aa5µ, with couplings deter-

mined by the covariant derivative Dµ = ∂µ − igAaµT
a − igγ5A

a
5µT

a:

L = iψ̄γµDµψ − 1

4
F aµνF

aµν − 1

4
F a5µνF

aµν
5 . (7.112)
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This theory has two independent groups G and G5 of local symmetries, associated to the

currents:

Jaµ = ψ̄γµT aψ ,

Jaµ5 = ψ̄γµγ5T
aψ . (7.113)

The occurrence of an anomaly implies now a breakdown of gauge-invariance for the quan-

tum effective action of the gauge fields, obtained by integrating over the quantum fluctu-

ations of the fermion fields:

Γ[A,A5] = −i log〈eiS[ψ,A,A5]〉 . (7.114)

Indeed, under infinitesimal gauge transformation one gets:

δΓ[A,A5] =

∫

d4x δαa(x)〈DµJ
aµ(x)〉 ,

δ5Γ[A,A5] =

∫

d4x δαa5(x)〈DµJ
aµ
5 (x)〉 . (7.115)

In the presence of a non-trivial anomaly, these cannot be made both zero, and the theory

becomes therefore unavoidably inconsistent. A change in regularization allows to shift but

not to eliminate the anomaly. It corresponds to adding to the action a local non-invariant

counter-term:

∆Γ[ξ,A,A5] = local counter-term . (7.116)

The anomalous correlation functions are those with an odd number of γ5: 〈J5JJ〉 and

〈J5J5J5〉. The standard choice it to preserve G and give up G5, but in this situation it is

just an arbitrary choice.

To uncover the nature of the anomaly occurring in this theory, it is convenient to

reformulate it in a more symmetric way in terms of two chiral sectors, defined by taking

the following linear combinations of fields:

ψL,R =
1

2

(

1± γ5
)

ψ , AaµL,R = Aaµ ±Aaµ5 . (7.117)

The symmetries get then reshuffled to GL and GR, with currents

JaµL,R =
1

2

(

Jaµ ± Jaµ5
)

. (7.118)

In this language, the anomalous correlation functions are those with only L or R fields:

〈JLJLJL〉 and 〈JRJRJR〉. Notice now that ψL,R is equivalent to ψcR,L, and one can thus

reinterpret this theory as a chiral fermion interacting with a gauge field with groupGL×GR
in a representation of the type (R, 1)⊕ (1, Rc). In this formulation, it becomes clear that

this theory can be generalize to less symmetric situations, with an arbitrary gauge group

and chiral fields in arbitrary representations. Moreover, the occurrence of an anomaly is

reinterpreted in this formulation as a consequence of the fact that the involved fermion is

a chiral Weyl fermion, rather than a Dirac fermion.
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As the simplest example of theory where a local gauge symmetry gets an anomaly,

consider now the theory of a massless Weyl fermion interacting with an Abelian gauge

field in the standard way with Dµ = ∂µ − igAµ:

L = iχ̄γµDµχ− 1

4
FµνF

µν . (7.119)

This has a U(1) local gauge symmetry associated to group elements of the form eiα and

acting as:

δχ = iδαχ , δχ̄ = −iδαχ̄ ,
δAµ = g−1∂µδα . (7.120)

The corresponding conserved current is:

Jµ = χ̄γµχ . (7.121)

There are no extra global symmetries in this case. At the classical level, the symmetry is

present and:

∂µJ
µ = 0 . (7.122)

At the quantum level, however, it is impossible to regularize the theory while preserving

this symmetry, because of the chiral nature of the fermion field. One finds then:

〈∂µJµ〉 6= 0 . (7.123)

The precise form of the gauge anomaly can be computed in the same way as for the

chiral anomaly, in all the three different approaches that we have seen. The fact that χ

is a Weyl fermion of some definite chirality η = ±1 implies that one can rewrite it as a

projection of a Dirac fermion ψ:

χ =
1

2

(

1 + ηγ5
)

ψ . (7.124)

One can then rewrite the current as:

Jµ =
1

2

(

ψ̄γµψ + η ψ̄γµγ5ψ
)

. (7.125)

From the form of this expression, we see that the computation is almost identical to that

of the chiral anomaly, except for a factor η/2, and the result is:

〈∂µJµ〉 = − η g2

32π2
ǫµναβFµν(x)Fαβ(x) . (7.126)

As in the case of global symmetries, this computation can be generalized to more

complicated situations. Consider for instance a more general theory with massless Weyl

fermions interacting with a non-Abelian gauge field with Dµ = ∂µ − igAaµT
a:

L = iχ̄γµDµχ− 1

4
F aµνF

aµν . (7.127)
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This possesses a local gauge symmetry associated to group elements of the form eiα
aTa

and acting as:

δχ = iδαaT aχ , δχ̄ = −iδαaT aχ̄ ,
δAaµ = g−1∂µδα

a + fabcAbµδα
c . (7.128)

The corresponding covariantly conserved currents are given by:

Jaµ = χ̄γµT aχ . (7.129)

As before, the theory does not posses any additional and independent global symmetries.

At the classical level, the symmetry is present and:

DµJ
aµ = 0 . (7.130)

At the quantum level, however, one finds:

〈DµJ
aµ〉 = − η g2

32π2
dabc ǫµναβF bµνF

c
αβ . (7.131)

in terms of the symmetric constants:

dabc = symtr
[

T aT bT c
]

. (7.132)

As already emphasized, gauge anomalies must be avoided, since they ruin the con-

sistency of the theory. Chiral gauge theories can thus be consistent only if the various

contributions to gauge anomalies cancel out. Using the general result for the contribution

to the anomaly from one fermion in a given representation, one can derive the condition

for anomalies to cancel in a general chiral gauge theory. Notice for this that a fermion of

chirality η in a representation R is equivalent to a fermion of opposite chiralilty −η in the

conjugate representation Rc, and these give thus the same contribution to the anomaly,

since dabc(R) = −dabc(Rc). Notice also that a chiral fermion in a real representation does

not contribute to the anomaly, because in this case dabc = 0. As a consequence, only

massless fermions can contribute to the anomaly, since chiral fermions can only have Ma-

jorana mass terms and these are gauge invariant only if the representation is real. Finally,

anomaly cancellation implies therefore a non-trivial restriction on the allowed spectrum

of massless chiral fermions, which concerns only their representations and which does not

depend on any continuous parameter:

∑

R

ηR d
abc(R) = 0 . (7.133)

7.7 General structure of anomalies

In order to describe the general mathematical structure of anomalies, it is convenient to

use the formulation of gauge theories in terms of differential forms. A generic Yang-Mills

104



theory with group G can indeed be described, after rescaling the coupling g into the gauge

fields, in terms of the following differential forms:

A = AaµT
a dxµ ,

F =
1

2
F aµνT

a dxµdxν ,

J = JaµT
a dxµ . (7.134)

The covariant derivative can be represented with the help of the exterior derivative d,

which when applied to a p-form produces a (p+ 1)-form:

D = d+
[

A, · · ·
]

, D2 =
[

F, · · ·
]

. (7.135)

The relation between F aµν and Aaµ implies that the corresponding forms F and A are

related by:

F = dA+A2 . (7.136)

Using the Hodge dual operation ∗, which converts any p-form into a dual (4 − p)-form,

the Bianchi identities, the equations of motion and the classical conservation laws can be

written as:

DF = 0 , D∗F = −∗J , D∗J = 0 . (7.137)

For the particular case of an Abelian theory with group U(1), the above formulae

simplify, because:

D = d , D2 = 0 . (7.138)

The field strength is then just:

F = dA , (7.139)

and the Bianchi identities, equations of motion and classical conservation laws become:

dF = 0 , d∗F = −∗J , d∗J = 0 . (7.140)

Consider now the theory of a massless Dirac fermion with a generic group G of local

gauge symmetries and a minimal U(1)5 global chiral symmetry. This is the prototypical

example where anomalies arise. The anomaly is encoded in the following gauge-invariant

4-form constructed out of the 2-form F :

A = − 1

8π2
trF 2 . (7.141)

The local version of the conservation law takes the form of a deformed continuity equation

ruling the flow of charge and can be written as:

d∗J5 = 2A . (7.142)
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The integrated version of this conservation law defines instead the total variation of charge

between asymptotic past and future:

∆Q5 = 2

∫

A . (7.143)

Now, it turns out that the anomaly is a closed form, as a consequence of the Bianchi

identity satisfied by F :

dA = 0 . (7.144)

It is also locally exact, in the sense that if F can be expressed in terms of A, then the

anomaly can be rewritten as

A = − 1

8π2
dC , (7.145)

in terms of a Chern-Simons 3-form depending on the 1-form A:

C = AdA+
2

3
A3 . (7.146)

The local conservation law is violated by any non-zero F . Note that one can define a

new current J̃5 = J5 − 2∗C which is conserved: d∗J̃5 = 0, but this is not gauge invariant.

The global conservation law is on the other hand preserved for any F that can be written in

terms of an A. But, it is violated by an integer for topologically non-trivial fiber bundles,

where F cannot be described by a globally defined A. More precisely, the Atyah-Singer

index theorem states that the integral of A is the index of the Dirac operator, which counts

the difference between the numbers nL and nR of its L-handed and R-handed zero-modes:
∫

A = dimker
(

i /DPL
)

− dimker
(

i /DPR
)

= nL − nR . (7.147)

This difference can be non-zero only in a topologically non-trivial background F , which

somehow distinguishes the two chiralities. In fact, it is straightforward to show that

the eigenmodes of i /D with non-zero eigenvalues occur in pairs of opposite chiralities and

eigenvalues. The index can then be written also as:
∫

A =

∫

d4x
∑

n

ψ†
n(x)γ5ψn(x)

= Tr [γ5] . (7.148)

From this writing, we see that the path-integral evaluation of the anomaly represents a

physicist proof of the Atyah-Singer theorem.

7.8 Anomalies in the standard model

Global-symmetry anomalies turn out to play a prominent role in the low-energy effective

description of the Standard Model. Consider indeed the SU(3) × U(1) gauge theory of
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strong and electromagnetic interactions, in the limit where the SU(2) weak interactions

are neglected. This is a vectorial theory, with no axial couplings distinguishing chirali-

ties. Neglecting the masses and the electromagnetic coupling of the first family of quarks

q = (u, d), the model has an approximate SU(2)L × SU(2)R global symmetry, rotating

independently qL = (uL, dL) and qR = (uR, dR). In the axial-vector nomenclature, we

have then the following symmetries and currents:

SU(2) : Jaµ = q̄γµτaq (isospin symmetry) ,

SU(2)5 : Jaµ = q̄γµτaγ5q (chiral symmetry) . (7.149)

The selection rules associated to the isospin symmetry are observed to indeed approxi-

mately hold true, whereas those predicted by the chiral symmetry are not at all. The

interpretation of this fact is that the vacuum contains a quark condensate 〈q̄q〉 and spon-

taneously breaks this symmetry. The Goldstone bosons are q̄q′ bound states identified

with the pion triplet π = (π+, π−, π0). Since this symmetry is chiral, the approximate

Ward identity ruling its consequences is potentially anomalous.

The chiral symmetry currents Jµ5a have non-zero matrix elements between the vacuum

and the pion states, which are parametrized as:

〈Ω|Jaµ5 (0)|πb(p)〉 = −ifπpµδab . (7.150)

This implies:

〈Ω|∂µJaµ5 (0)|πb(p)〉 = fπm
2
πδ
ab . (7.151)

The approximate operatorial conservation law for the chiral symmetry must therefore be

of the type:

∂µJ
aµ
5 = m2

πfππ
a(x) . (7.152)

At the quantum level, this conservation law induces an anomalous Ward identity for

correlation functions involving the current which is schematically of the following type:

〈∂µJaµ5 〉 = m2
πfππ

a + 2Aa . (7.153)

The first term proportional to mπ encodes the small explicit breaking of the symmetry.

The second is a possible anomaly.

To compute the anomalous contribution to the Ward identity, we just need to apply

the general results for anomalies, for the case of an SU(2)5 global symmetry interfering

with an SU(3)× U(1) local gauge symmetry. The result is:

Aa(x) = −
∑

groups

g2

32π2
daBC ǫµναβFBµνF

C
αβ , (7.154)

where in this case:

daBC = tr
[

τaTBTC
]

. (7.155)
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For the SU(3) part, the matrices TA act on a different space than the matrices τa; the

trace factorizes then into two pieces and trivially vanishes: daAB = 0. For the U(1)

part, one has T =
√
2diag(2/3,−1/3) for each color; this gives a non-zero trace with

τ3=diag(1/2,−1/2): daQQ = δa3. Finally, one finds:

Aa(x) = −δa3αem

8π
ǫµναβFµνFαβ . (7.156)

This means that the conservation law of J3µ
5 corresponding to the π0 is anomalous, whereas

those of J1,2µ
5 corresponding to the π± are regular.

A remarkable implication of this anomaly is that it is the dominant reason for the

observed decay π0 → γγ. To see this, we can consider the low-energy effective theory for

the pions πa and the photon γ. According to the derived Ward identities, the effective

action Γ[π,A] must behave under infinitesimal SU(2) and SU(2)5 transformations as:

δΓ[π,A] = 0

δ5Γ[π,A] = −
∫

d4x δαa5(x)
[

m2
πfππ

a(x) + 2Aa(x)
]

. (7.157)

At the linearized level, the πa and Aµ fields transforms as follows:

δπa = ǫabcδαbπc , δAµ = 0 ,

δ5π
a = δαafπ , δ5Aµ = 0 . (7.158)

In order to reproduce the violations of the chiral symmetry by the mass and anomaly

terms, Γ[π,A] must contain the following two breaking terms:

Γ[π,A] ⊃
∫

d4x
[

− 1

2
m2
π ~π ·~π +

αem

4π

π3

fπ
ǫµναβFµνFαβ

]

. (7.159)

The second term gives a contribution to the π0 → γγ decay rate, which is equal to:

Γ =
α2
em

64π3
m3
π

f2π
. (7.160)

This turns out to be in very good agreement with experiment, within a few percent of

error. This was also one of the first pieces of evidence for the fact that there are 3 colors

of quarks.

Local-symmetry anomalies also show up in the Standard Model. Consider now the

full SU(3)× SU(2)× U(1) theory of strong, weak and electromagnetic interactions, with

the 3 generations of all the known quarks and leptons. This is a chiral gauge theory,

and it therefore potentially suffers from gauge anomalies. However, it turns out that the

contributions from the various matter fermions cancel, within each family. The quantum

numbers of a family of quarks and leptons are the following:
(

u1 u2 u3

d1 d2 d3

)

L

: (3, 2)1/6 ,

(

νl

l

)

L

: (1, 2)−1/2 ,

(

u1 u2 u3

)c

R
: (3̄, 1)−2/3

(

d1 d2 d3

)c

R
: (3̄, 1)1/3

,
νcR : (1, 1)0

lcR : (1, 1)1

. (7.161)

108



The coefficients of the various anomalies are given by:

Cabc =
∑

R

dabc(R) =
∑

R

symtr
[

T aT bT c
]

R
. (7.162)

A non-trivial anomaly can arise only when there are 0, 2 or 3 non-Abelian generators, and

any number of Abelian generators. This leaves 5 potential types of anomalies, which all

cancel.

• SU(3) − SU(3) − SU(3)

Only triplets contribute: C ∼ 2− 2 = 0.

• SU(2) − SU(2) − SU(2)

Even doublets do not contribute, because they are real: C = 0.

• U(1) − U(1) − U(1)

All fields contribute proportionally to the cube of they hypercharge:

C ∼ 6 · (1/6)3+ 3 · (–2/3)3+ 3 · (1/3)3+ 2 · (–1/2)3+ (1)3= 0.

• SU(3) − SU(3) − U(1)

Only triplets contribute proportionally to their hypercharge, so that

C ∼ 2 · (1/6) + (–2/3) + (1/3) = 0.

• SU(2) − SU(2) − U(1)

Only doublets contribute proportionally to their hypercharge, so that

C ∼ 3 · (1/6) + (–1/2) = 0.

Therefore, all the dangerous gauge anomalies cancel in the standard model. The need for

this cancellation led to the prediction of the existence of the t quark, before its discovery.

Another remarkable fact is that the gauge group SU(3) × SU(2) × U(1) of the Standard

Model can be unified in the larger simple group SO(10), with all the 15 + 1 fermions of a

family becoming a single 16 representation. The absence of anomaly cancellation would

then follow simply from the fact that the 16 spinorial representation is real.

7.9 Scale anomaly and renormalization group functions

Another important symmetry that is plagued by quantum anomalies is scale invariance.

This is a space-time symmetry, which arises for instance in theories possessing only di-

mensionless couplings, so that the Lagrangian does not involve any characteristic energy

or length scale. It is then expected that such a theory is invariant under changes of the

absolute definition of energy or length scales. This can be formalized by associating to

every field φ of the theory a scaling dimension ∆φ, and defining the scale transformation

as follows:

xµ → e−txµ , φ(x) → e−∆φtφ(e−tx) . (7.163)

At the classical level, the Lagrangian of a theory without dimensionful parameters is au-

tomatically invariant under such scaling transformations, provided one chooses the scaling
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dimension of each field to be equal to its canonical dimension: ∆φ = dφ. At the infinites-

imal level, the above scaling transformations read:

δxµ = −δt xµ , δφ = −δt
(

∆φ + xµ∂µ
)

φ . (7.164)

By Nöther’s theorem, the presence of such a continuous global symmetry implies the ex-

istence of a conserved current Sµ, satisfying ∂µS
µ = 0. This current can be derived by

applying Nöther’s theorem. Since it is a space-time transformation, the resulting current

can be related to the energy momentum tensor, after suitably improving it by adding terms

which are automatically conserved and which do not contribute to the integrated charges.

More precisely, recall that the canonical energy momentum tensor can be improved to a

physical energy-momentum tensor θµν , which encodes in an equivalent way the conserva-

tion laws associated to translational invariance but has the additional property of being

symmetric and gauge invariant. Using this tensor, one can then derive a similar improved

version of the angular momentum tensor, which is written simply as Jµνρ = θµνxρ−θµρxν
and is automatically conserved as a consequence of the fact that θµν is conserved and

symmetric. Similarly, we will see below that the dilatation current associated to scale

invariance is given by Sµ = θµνxν , and that it is automatically conserved whenever θµν

happens to be traceless.

To derive more precisely the conservation laws related to dilatations, it is convenient

to gauge the Poincarré group of global space-time symmetries, with the introduction of

the metric field gµν . The Lagrangian is built in such a way to be now invariant under the

local version of space-time translations, that is diffeomorphisms:

δxµ = δξµ , δgµν = −∂µδξν − ∂νδξµ . (7.165)

As already argued in general, one can now derive essentially the same conserved currents

that were implied by Nöther’s theorem for the global version of the symmetries as the

physical currents entering the equations of motions of the new gauging fields as source

terms. In this case, this physical currents are identified with the physical symmetric

energy-momentum tensor, which is defined by the functional derivative of the action for

the original matter fields φ with respect to the metric field:

θµν = 2
δSM
δgµν

. (7.166)

With this definition, the energy-momentum tensor θµν is automatically symmetric and

invariant under any symmetry of the original non-gauged theory. Moreover, the variation

of the action SM under diffeomorphisms takes the form:

δSM =

∫

d4x
δSM
δgµν

δgµν = −1

2

∫

d4x θµν
(

∂µδξν + ∂νδξµ

)

=

∫

d4x ∂µθ
µνδξν . (7.167)

The invariance of SM under diffeomorphisms implies thus that θµν is indeed conserved:

∂µθ
µν = 0 . (7.168)
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Now, within this gauged theory, the original global scale transformations can be rep-

resented as a scale transformation of the metric and the fields, leaving the coordinates

unchanged:

gµν(x) → e2tgµν(x) , φ(x) → e−∆φtφ(x) . (7.169)

At the infinitesimal level, this means:

δgµν = 2 δt gµν , δφ→ − δt∆φφ . (7.170)

The transformation δgµν = 2 δt gµν on the metric is similar to the one that would be

associated to a diffeomorphism with ξµ = −δt xµ. However, only the metric transforms

and the coordinates remain constant, so that distances are truly changed by the scale

transformation, contrarily to what would happen for a diffeomorphism. Note also that

one should eventually set gµν → ηµν to recover the original situation without gravity. As

before, the variation of SM comes entirely from the variation of gµν , since it is stationary

with respect to any variation of the fields φ due to their equation of motion. One finds

then simply:

δSM =

∫

d4x
δSM
δgµν

δgµν

=

∫

d4x θµµ δt . (7.171)

The invariance of SM under scale transformations implies thus that:

θµµ = 0 . (7.172)

This can finally be rewritten as an ordinary continuity equation,

∂µS
µ = 0 , (7.173)

for a dilatation current which can be identified with:

Sµ = θµνxν . (7.174)

As an interesting example of scale invariant theory, let us consider for instance a generic

gauge theory with massless Dirac fermions. The Lagrangian is given by:

L = − 1

4g2
F aµνF

aµν + iψ̄ /Dψ . (7.175)

In this case, the physical energy-momentum tensor is found to be:

θµν = F aµρF aνρ +
1

4
ηµνF aρσF

aρσ +
i

2
ψ̄
(

γµDν + γνDµ − 2ηµν /D
)

ψ . (7.176)

Using the Dirac equation of motion, one can easily verify that this is indeed traceless:

θµµ = 0 . (7.177)
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Let us now see in this example what happens to scale invariance at the quantum

level. As already anticipated, the need for regularizing the theory unavoidably implies the

introduction of a finite energy scale. As a result, the regularization needed to renormalize

the theory cannot manifestly preserve the scaling symmetry, and there is in general an

anomaly that emerges:

〈θµµ〉 = 2A . (7.178)

The precise way in which the anomaly arises depends again on the formalism and on the

regularization that are used. For simplicity, we will use here a perturbative diagrammatic

approach and dimensional regularization. The subtlety is then coming from the fact that

in d 6= 4 the Lagrangian is no longer scale invariant, because the gauge coupling becomes

dimensionful, and this can be cured only by introducing some reference energy scale µ̃.

Correspondingly, when computing θµµ one finds a non-zero result. Indeed, using again the

Dirac equation one obtains θµµ = (d − 4)/4F aµνF
aµν . The anomaly is then given by the

1-loop matrix element of this quantity:

A =
d− 4

8
〈F aµνF aµν〉 . (7.179)

When d = 4 − 2ǫ and ǫ is taken to be small, the numerical prefactor in this expression

vanishes like ǫ, but the correlation function has a UV divergence which translates into a

1/ǫ pole, and a finite result is left in the limit ǫ→ 0:

A = − ǫ
4
〈F aµνF aµν〉 . (7.180)

The required matrix element can be computed in a straightforward way by recalling the

background gauge computation of the leading quadratic term in the quantum effective

action for gauge theories that was done in Chapter 5. Indeed, it is given by

〈F aµνF aµν〉 =
i

2

∫

d4k

(2π)4
Aaµ(−k)πabµν(k2)Abν(k) , (7.181)

in terms of the 1-loop 2-point function of gauge fields in the background gauge, which has

the form:

πabµν(k2) = i
(

k2ηµν − kµkν
)

δab
( b

(4π)2
1

ǫ
+ finite

)

. (7.182)

Plugging this result back into the expression for the anomaly, one finds a finite term for

ǫ→ 0, which is given by:

A =
b

4(4π)2
F aµνF

aµν . (7.183)

The numerical coefficient b, which controls the logarithmic divergence giving rise to the

1/ǫ pole in the 2-point function, is given by:

b = −11

3
C(G) +

4

3
C(R) . (7.184)
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This same coefficient also controls the β function of the gauge coupling, which as we have

see in Chapter 5 is given by:

β(g) =
b g3

(4π)2
. (7.185)

Finally, the anomalous Ward identity for scale invariance can therefore be written in terms

of the beta function of the gauge coupling as:

〈θµµ〉 =
β(g)

2g3
F aµνF

aµν . (7.186)

The above result shows that the coefficient of the quantum anomaly plaguing scale

invariance is controlled by the β function of the gauge coupling. This show that the

origin of this effect is simply the fact that at the quantum level the gauge coupling is

not a dimensionless constant, but a function of the renormalization scale µ, with a scaling

dimension that is controlled by the β function. Indeed, the β function encodes by definition

the rate of change of the coupling under a rescaling µ → µ + δµ of the renormalization

scale:

δg = β(g)
δµ

µ
. (7.187)

Now, according to our previous definitions the scale symmetry acts as xµ → e−txµ on

length scales, and must therefore act as µ → etµ on energy scales. This means that

δµ = µ δt and finally one deduces that:

δg = β(g)δt . (7.188)

This effect implies a new term in the variation of the quantum effective action ΓM , coming

from the variation of the coupling in the gauge kinetic term. As a result, the scale

invariance of the renormalized effective action does not imply that 〈θµµ〉 vanishes, but

rather that it compensates the variation coming from the running of the coupling. A

straightforward computation shows that indeed this reproduces the result that we have

just computed:

〈θµµ〉 =
δΓM
δg

δg

δt
=

∂

∂g

(

− 1

4g2
F aµνF

aµν
)

β(g)

=
β(g)

2g3
F aµνF

aµν . (7.189)

Since the β function gets corrected order by order in the perturbation expansion for

weak coupling g, the scale anomaly receives corrections at all loop orders. This is in

contrast with what happens for chiral and gauge anomalies, where the anomaly receives

contributions only at the 1-loop level.

From the study of the above example of gauge theories, it is now clear how to write

down the basic Ward identity for scale invariance at the quantum level also for more general
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theories involving any kind of dimensionless coupling λ, in terms of the corresponding β

function βλ. It is just:

〈θµµ〉 = βλ
δΓM
δλ

. (7.190)

This equation expresses the fact that the quantum coupling acquires, besides its vanishing

classical scaling dimension, a non-vanishing anomalous scaling dimension given by its β

function divided by itself:

∆λ = dλ +
d log λ

dt
= 0 +

βλ
λ
. (7.191)

Similarly, it is now natural to guess that at the quantum level also the fields φ acquire,

besides their classical scaling dimension, an anomalous scaling dimension given by the

associated γ function γφ:

∆φ = dφ +
d log

√

Zφ

dt
= dφ + γφ . (7.192)

The fact that these expectations are correct can now be confirmed by deriving the Callan-

Symanzik equations satisfied by correlation functions as Ward-identities with field inser-

tions for this quantum scale invariance concerning correlation functions involving addi-

tional fields, which involve the anomalous dimensions of both the couplings and the fields.

To show this, let us start from the Ward identity associated to scale invariance, for cor-

relation functions involving n fields φ and integrated over the position of the current.

Applying the general formula with θµµ = ∂µS
µ, this reads:

∑

k

〈φ(x1) . . .
δφ

δt
(xk) · · · φ(xn)〉 = i

∫

d4x 〈θµµ(x)φ(x1) · · · φ(xn)〉 . (7.193)

The left hand side of this relation can be rewritten more explicitly by using the form of the

scale transformation law on the fields: δφ/δt = −(∆φ + xµk∂/∂x
µ
k)φ. The right-hand side,

on the other hand, is a bit more subtle to evaluate precisely. In there were no divergences,

it would vanish. But as in the simplest case without field insertions studied above, one

finds actually a finite result after regularization, due to the fact that there are logarithmic

divergences. In fact, one can argue as before that the source of this anomaly is due to the

fact that the couplings acquire a non-trivial scale dependence after renormalization. This

suggests that the insertion of i
∫

d4x θµµ in the correlation function should give the variation

of the remaining correlation function induced by the quantum scale transformation law of

the couplings, which is extracted by acting with the operator δλ/δt ∂/∂λ = βλ∂/∂λ. One

is then led to the following equation:

−
∑

k

(

∆φ + xµk
∂

∂xµk

)

〈φ(x1) · · · φ(xn)〉 = βλ
∂

∂λ
〈φ(x1) · · · φ(xn)〉 . (7.194)

One can then rewrite the Ward identity as a differential equation for the n-point correlation

function:
(

∑

k

xµk
∂

∂xµk
+ βλ

∂

∂λ
+ n∆φ

)

G(n)(x1, . . . , xn;λ, µ) = 0 . (7.195)
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Finally, we can use usual dimensional analysis to rewrite this equation in a more familiar

form. Indeed, the canonical dimension of G(n) is n times the canonical dimension dφ of

the involved fields φ, and the relative dependence on the dimensionful parameters xk and

µ is therefore constrained as follows:

(

∑

k

xµk
∂

∂xµk
− µ

∂

∂µ
+ n dφ

)

G(n)(x1, . . . , xn;λ, µ) = 0 . (7.196)

Using this relation we can then trade
∑

k x
µ
k ∂/∂x

µ
k with µ∂/∂µ − n dφ, and rewrite the

Ward identity as:

(

µ
∂

∂µ
+ βλ

∂

∂λ
+ n

(

∆φ − dφ
)

)

G(n)(x1, . . . , xn;λ, µ) = 0 . (7.197)

We see then that by identifying the anomalous dimension as γφ = ∆φ − dφ one indeed

reproduces the Callan-Symanzik equation:

(

µ
∂

∂µ
+ βλ

∂

∂λ
+ nγφ

)

G(n)(x1, . . . , xn;λ, µ) = 0 . (7.198)

Summarizing, scale invariance is generically realized in an anomalous way in quantum

field theories, and this corresponds to the running of couplings and wave-function factors

with the energy scale. More precisely, the β functions for the couplings represent genuine

quantum anomalies, which modify the structure of the conservation law, whereas the γ

functions for the fields represent a deviation of their scaling dimensions with respect to the

canonical dimensions. Theories with vanishing β are therefore scale invariant also at the

quantum level, in the same sense as in the classical limit. Theories with a non-vanishing

β, on the other hand, can recover a classical scaling behavior at critical points where

β vanishes, but with scaling dimensions for the fields that differ non-trivially from their

canonical dimensions.
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8 Thermal field theory

8.1 Quantum statistical mechanics

Before attempting to set up a formalism for quantum field theory at finite temperature, it

is useful to briefly recall some basic results in quantum statistical mechanics. We will focus

here on the description of systems in thermal equilibrium with the canonical ensemble.

The basic object to consider is then the density matrix

ρ(β) = e−βH , (8.1)

depending on the inverse temperature:

β =
1

T
. (8.2)

The thermal average of any observable A is then given by:

〈A〉β =
Tr
[

ρ(β)A
]

Tr
[

ρ(β)
] . (8.3)

Similarly, the thermal average of the correlation function of any string of observables A,

B, . . . is given by:

〈AB · · · 〉β =
Tr
[

ρ(β)AB · · ·
]

Tr
[

ρ(β)
] . (8.4)

The partition function is defined as the trace of the density matrix:

Z(β) = Tr
[

ρ(β)
]

= Tr
[

e−βH
]

, (8.5)

and the corresponding free energy is:

F (β) = − 1

β
logZ(β) . (8.6)

The first basic case is that of a single-particle quantum state of energy ω. Considering

then a system of many identical particles of this type, the level can be occupied by a

number n of them. This corresponds to a state |n〉 with energy nω. For bosonic parti-

cles, n = 0, 1, 2, · · · is arbitrary and the partition function is given by the Bose-Einstein

distribution:

Z(β) =
∞
∑

n=0

e−nβω =
1

1− e−βω
= NB(β, ω) . (8.7)

For fermionic particles, on the other hand, n = 0, 1 is limited by the exclusion principle

and the partition function is given by the Fermi-Dirac distribution:

Z(β) =
1
∑

n=0

e−nβω = 1 + e−βω = NF (β, ω) . (8.8)
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The simplest concrete system behaving in this simple way is the harmonic oscillator of

characteristic frequency ω. The excitation quanta are created and destructed by operators

a and a† satisfying
[

a, a†
}

= 1. The Hamiltonian is H = ω(N ± 1/2), in terms of the

number operator N = a†a. The generic excited state is then |n〉 = (n!)−1/2(a†)n|0〉, and
has energy (n± 1/2)ω and excitation number n. From the correct choice of commutators

and anticommutators, one automatically obtains the correct range of n in the bosonic and

fermionic cases. But due to the zero-point energy, the partition function slightly differs

from the above basic distributions. One finds Z(β) = e∓βω/2NB,F (β, ω), that is:

Zosc(β) = e∓βω/2
(

1∓ e−βω
)∓1

. (8.9)

Another simple system is a gas of non-interacting particles, with some given dispersion

relation ω = ω(~k). Putting the system in a box of size L, the momenta get quantized in

units of 2π/L: ~k = 2π~r/L. The infinitely many independent quantum states can then

be labelled by a triple of integers ~r, with ω~r = ω(k~r). Each such state taken on its own

would result in a partition function given by the appropriate basic statistical distribution

NB,F (β, ω~r) for the corresponding energy ω~r. Now, different such levels represent distinct

systems which are not directly interacting. As a result, the total partition function is

simply the product of all the partition functions for these modes: Z(β) =
∏

~rN(β, ω~r).

This means that in the logarithm of the partition function, which gives the free energy,

all these contributions simply add up: logZ(β) =
∑

~r logN(β, ω~r). Finally, one can now

take the infinite volume limit and convert the sum
∑

~r into an integral and one finds then

logZ(β) = V
∫

d3~k/(2π)3 logN(β, ω(~k)), that is:

logZgas(β) = ∓V

∫

d3~k

(2π)3
log
(

1∓ e−βω(
~k)
)

. (8.10)

8.2 Finite temperature and Euclidean space

From the definition of the density matrix and the way thermal averages are computed with

it, it is clear that there is a strong and direct analogy with the time evolution operator

in quantum mechanics and the correlation functions that are computed with it. More

precisely, we see that the problem of computing ordinary quantum correlation functions

can be mapped to the problem of computing thermal averages for the same system at

thermal equilibrium by making an analytic continuation to imaginary times, t→ −iτ , and
replacing the asymptotically large range t ∈ [−T/2, T/2] with the finite range τ ∈ [0, β].

This correspondence holds true independently of the number of degrees of freedom, and

should thus work equally well in quantum mechanics, where a finite number of degrees

of freedom are involved, and in quantum field theory, where infinitely many degrees of

freedom arise.

Recall that in ordinary dynamical situations, the basic object defining correlation

functions is the vacuum-to-vacuum evolution amplitude over a time T . In order to auto-
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matically select the vacuum state, one takes the limit of large time T . One has then:

Z = 〈Ω|U(T )|Ω〉

=

∫

Dφ exp

{

i

∫ T/2

−T/2
dtL(t)

}

. (8.11)

The corresponding vacuum energy is given by:

F =
i

T
logZ . (8.12)

Correlation functions are then computed as:

〈φ(x1) · · · φ(xn)〉 =
〈Ω|Tφ(x1) · · ·φ(xn)U(T )|Ω〉

〈Ω|U(T )|Ω〉

=

∫

Dφφ(x1) · · ·φ(xn) exp
{

i

∫ T/2

−T/2
dtL(t)

}

∫

Dφ exp

{

i

∫ T/2

−T/2
dtL(t)

}
. (8.13)

In thermal equilibrium situations, on the other hand, the basic object defining corre-

lation functions is the trace of the evolution operator over Euclidean time β over all the

states |N〉 of the exact theory:

Z(β) =
∑

N
〈N |U(β)|N〉

=

∫

p.b.c.
Dφ exp

{

−
∫ β

0
dτ LE(τ)

}

. (8.14)

The corresponding free energy is then computed as:

F (β) = − 1

β
logZ(β) . (8.15)

Thermal correlation functions of observables can then be computed as ordinary correlation

functions, but with a periodic Euclidean time. Physically relevant observables for a system

in thermal equilibrium are of course time-independent, but one can nevertheless define

more generally the correlation function of a string of fields at arbitrary Euclidean time:

〈φ(x1) · · · φ(xn)〉β =

∑

N
〈N |Tφ(x1) · · ·φ(xn)U(β)|N〉
∑

N
〈N |U(β)|N〉

=

∫

p.b.c.
Dφφ(x1) · · ·φ(xn) exp

{

−
∫ β

0
dτ LE(τ)

}

∫

p.b.c.
Dφ exp

{

−
∫ β

0
dτ LE(τ)

}
. (8.16)
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8.3 Matsubara modes

The fact that finite temperature correlation functions are defined by a trace over the whole

set of states of the theory restricts the fields to have periodic boundary conditions along

the finite Euclidean time interval τ ∈ [0, β]. More precisely, φ(β) should be equivalent to

φ(0), in the sense that these two operators should create the same states. We will now

see that this implies that:

φ(β) = ±φ(0) , (8.17)

where the two signs apply respectively to bosons and fermions. The negative sign for

fermions has the same origin as the sign flip one gets on fermions after a rotation of 2π

around any axis. It has no observable effect on the states created by the fields, since only

fermion bilinears are observables. However, we will see that it has important consequences

on the behavior of correlation functions.

To derive in a systematic way the above boundary conditions, consider the propagator

defined by the 2-point function at finite temperature over a time τ :

∆β(~x, ~y; τ, 0) = 〈φ(~x, τ)φ(~y, 0)〉β = Z(β)−1Tr
[

Tφ(~x, τ)φ(~y, 0)U(β)
]

, (8.18)

∆β(~x, ~y; τ, β) = 〈φ(~x, τ)φ(~y, β)〉β = Z(β)−1Tr
[

Tφ(~x, τ)φ(~y, β)U(β)
]

. (8.19)

By using the properties of the Euclidean time evolution operator U(β) and the cyclicity

of the trace one finds the following Kubo-Martin-Schwinger relation:

Tr
[

φ(~x, τ)φ(~y, 0)U(β)
]

= Tr
[

φ(~x, τ)U(β)U(−β)φ(~y, 0)U(β)
]

= Tr
[

φ(~x, τ)U(β)φ(~y, β)
]

= Tr
[

φ(~y, β)φ(~x, τ)U(β)
]

. (8.20)

Moreover, recalling the usual definition of time-ordered product for bosons and fermions,

one has

Tφ(~x, τ)φ(~y, 0) = φ(~x, τ)φ(~y, 0) , Tφ(~x, τ)φ(~y, β) = ±φ(~y, β)φ(~x, τ) . (8.21)

It follows then that:

∆β(~x, ~y; τ, β) = ±∆β(~x, ~y; τ, 0) . (8.22)

This derivation proves the advocated periodicity of bosonic fields and antiperiodicity of

fermionic fields.

It is now clear that the only difference between ordinary dynamical situations and

finite temperature thermal equilibrium is that one has to go to compact Euclidean time,

and impose periodic and antiperiodic boundary conditions for bosons and fermions on the

time interval β. This will result in a discretization of the allowed frequencies ω for generic

off-shell propagation, in units of the basic Matsubara frequency π/β. This means that the

Fourier transform of the propagators becomes a series for the Euclidean time coordinate,

whereas it remains an integral for the spatial coordinates:

∆β(~x, τ) =
1

β

∑

n

∫

d3~k

(2π)3
ei(
~k·~x+ωnτ)∆β(~k, ωn) . (8.23)
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The form of the propagator in Fourier space is unchanged compared to the ordinary case,

because the Green-function differential equation satisfied by the propagator is local. The

periodic and antiperiodic boundary conditions imply on the other hand even frequencies

for bosons and odd frequencies for fermions. More precisely, one finds:

bosons : ∆β(~k, ωn) =
1

~k2 + ω2
n +m2

, ωn =
2nπ

β
, (8.24)

fermions : ∆β(~k, ωn) =
~γE · ~k + γ0E ωn −m

~k2 + ω2
n +m2

, ωn =
(2n+ 1)π

β
. (8.25)

We see from the above results that in the limit of vanishing temperature, namely

β → ∞, the thermodynamical formulation reduces simply to the analytic continuation to

Euclidean space of the ordinary dynamical formulation. The basic Matsubara frequency

π/β becomes very small and the discrete spectrum of frequencies degenerates to a contin-

uous one.

Another important observation is that the presence of a finite temperature influences

the behavior of the theory only in the IR, at scales below the temperature. In the far

UV, indeed, the discretization of the frequencies becomes negligible and one has exactly

the same behavior as at zero temperature. This implies in particular that the structure

of divergences is independent of the temperature. One can then set-up renormalized

perturbation theory at finite temperature exactly in the same way as at zero temperature.

An important novelty arising at finite temperature is that the structure of imaginary

parts of the amplitude gets modified. More precisely, new cuts arise in the amplitudes,

due to the fact that the vacuum state is now actually not the empty vacuum without real

particles, but really a thermal bath containing real particle. These can then join to the

asymptotic state of a scattering process to give new contributions.

8.4 Free energy of free fields

As a simple application of the formalism, let us consider the computation of the free energy

associated to free bosonic and fermionic quantum fields. We know that a free relativistic

quantum field corresponds to an infinite collection of harmonic oscillators labelled by

the momentum ~k with characterisitic frequency determined by the relativistic dispersion

relation

ω(~k) =

√

~k2 +m2 . (8.26)

We expect then to reproduce the free energy of a gas of free particles, but with an extra

term corresponding to the zero-point energies of the oscillators. Using the path-integral

definition of the partition function, it is straightforward to show that this is indeed the

result that one obtains by applying the imaginary time formalism.

Consider first the simplest case of a free massive complex boson, with a Lagrangian

given by:

L = ∂µφ
∗∂µφ−m2φ∗φ . (8.27)
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The corresponding Euclidean action can be rewritten, after integration by parts, in the

form:

SE =

∫ β

0
dτ

∫

d3~x
(

|∂τφ|2 + |~∇φ|2 +m2|φ|2
)

. (8.28)

The partition function is then given by a Gaussian path-integral:

Z(β) =

∫

P
Dφ
∫

P
Dφ∗ e−SE [β,φ,φ∗]

= det−1
P

(

− ∂2τ − ~∇2 +m2
)

. (8.29)

Using the relation log detM = Tr logM , the free energy F (β) = −1/β logZ(β) is finally

found to be:

F (β) =
1

β
TrP log

(

− ∂2τ − ~∇2 +m2
)

. (8.30)

To properly compute these formal expressions, it is convenient to put the system in a box

of finite size L. The fields can then be decomposed in Fourier modes with discrete energies

ωn = 2nπ/β and discrete momenta ~k~r = 2π~r/L, as:

φ(~x, τ) =

√

β

V

∑

n,~r

ei(
~k~r ·~x+ωnτ)φn,~r . (8.31)

Plugging this back into the action and performing the integrals over time and space, one

finds that:

SE =
∑

n,~r

φn,~r

[

β2
(

ω2
n + ω2

~r

)

]

φn,~r . (8.32)

The measure of the functional integral is now:

DφDφ∗ =
∏

n,~r

dφn,~r dφ
∗
n,~r . (8.33)

Performing the Gaussian integral for each mode, one finds

Z = N
∏

n,~r

[

β2
(

ω2
n + ω2

~r

)

]−1
. (8.34)

The β-independent multiplicative constant N is irrelevant, since it drops from all the

thermal averages. One can then fix it to the value N =
∏

n′,~r β
2ω2

n′ , where n′ 6= 0, in such

a way to be left with converging products. This gives:

Z =
∏

~r

[

β2ω2
~r

∏

n′

(

1 +
ω2
~r

ω2
n′

)

]−1

=
∏

~r

[

(βω~r)
2

∞
∏

n=1

(

1 +
(βω~r
2nπ

)2)2
]−1

=
∏

~r

[

2 sinh
βω~r
2

]−2

. (8.35)
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This has as expected the form of an infinite product of partition functions for bosonic

oscillators. For the corresponding free energy, one arrives at:

F (β) =
2

β

∑

~r

log

[

2 sinh
βω~r
2

]

. (8.36)

Taking finally the limit of large volume, and decomposing the hyperbolic sine, this result

becomes:

F (β) = 2V

∫

d3~k

(2π)3

[

ω(~k)

2
+

1

β
log
(

1− e−βω(
~k)
)

]

. (8.37)

This has the expected form. The overall factor of 2 in due to the fact that there are two

independent kinds of degrees of freedom: the particles and the anti-particles.

Consider next the slightly more complicated case of a free massive Dirac fermion, with

a Lagrangian given by:

L = iψ̄ /∂ψ −mψ̄ψ . (8.38)

The corresponding Euclidean action is:

SE =

∫ β

0
dτ

∫

d3~x ψ̄
(

−iγ0E∂τ − i~γE · ~∇+m
)

ψ . (8.39)

The partition function is then given by a Gaussian path-integral:

Z(β) =

∫

A
Dψ
∫

A
Dψ̄ e−SE [β,ψ,ψ̄]

= detA

(

− iγ0E∂τ − i~γE · ~∇+m
)

. (8.40)

Using again the relation log detM = Tr logM , one can write the corresponding free energy

F (β) = −1/β logZ(β) as:

F (β) = − 1

β
TrA log

(

− iγ0E∂τ − i~γE · ~∇+m
)

. (8.41)

To compute these expressions, we put as before the system in a box of finite size L. The

fields can then be decomposed in Fourier modes with discrete energies ωn = (2n + 1)π/β

and discrete momenta ~k~r = 2π~r/L, as:

ψ(~x, τ) =
1√
V

∑

n,~r

ei(
~k~r ·~x+ωnτ)ψn,~r . (8.42)

Plugging this back into the action and performing the integrals over time and space, one

finds that:

SE =
∑

n,~r

ψ̄n,~r

[

β
(

γ0E ωn + ~γE · ~k~r +m
)

]

ψn,~r . (8.43)

The measure of the functional integral is now:

DψDψ̄ =
∏

n,~r

dψn,~rdψ̄n,~r . (8.44)
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Performing the Gaussian integral for each mode, one finds

Z = N
∏

n,~r

det
[

β
(

γ0E ωn + ~γE · ~k~r +m
)

]

= N
∏

n,~r

[

β2
(

ω2
n + ω2

~r

)

]2
. (8.45)

The β-independent multiplicative constant N is as before irrelevant, and it is convenient

to fix it to the value N = 16
(
∏

n,~r β
4ω4

n

)−1
. This gives:

Z =
∏

~r

[

4
∏

n

(

1 +
ω2
~r

ω2
n

)

]2

=
∏

~r

[

4

∞
∏

n=−∞

(

1 +
( βω~r
(2n + 1)π

)2)
]2

=
∏

~r

[

2 cosh
βω~r
2

]4

. (8.46)

This has as expected the form of an infinite product of partition functions for fermionic

oscillators. For the corresponding free energy, one arrives at:

F (β) = − 4

β

∑

~r

log

[

2 cosh
βω~r
2

]

. (8.47)

Taking finally the limit of large volume, and decomposing the hyperbolic cosine, this result

becomes:

F (β) = −4V

∫

d3~k

(2π)3

[

ω(~k)

2
+

1

β
log
(

1 + e−βω(
~k)
)

]

. (8.48)

This has again the expected form. The overall factor of 4 in due to the fact that there are

four independent kinds of degrees of freedom: the particles and the anti-particles, each

with their two independent spin polarizations.

8.5 Finite temperature effective potential

For a generic interacting theory, the generating functional of correlation functions Z[J ] in

Euclidean space with periodic time τ ∈ [0, β] corresponds to the partition function Z[β, J ]

in the presence of an external field J coupling to the field variables. The generating

functional W [J ] of connected correlation functions corresponds then to the Helmholtz

free energy functional F [β, J ] = −1/β logZ[β, J ]. Finally, the quantum effective action

Γ[φcl] obtained by Legendre transform corresponds to the Gibbs free energy functional

defined as G[β, φcl] = F [β, J ] +
∫

J φcl. This means that we can extend the definition of

effective action and effective potential to finite temperature, and use these quantities to

determine by the least action principle the mean field associated to the equilibrium state of

the theory at finite temperature. This allows in particular to generalize the computation

of the free energy of free field theories to interacting field theories, by simply extending

in the obvious way all the computational machinery concerning the quantum effective

potential.
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The prototype example is the self-integracting scalar field theory, with Lagrangian

given by:

L =
1

2
∂µφ∂

µφ− 1

2
m2φ2 − 1

4!
λφ4 . (8.49)

Going to Euclidean space this gives:

SE =

∫ β

0
dτ

∫

d3~x
[

(

∂τφ
)2

+
(

~∇φ
)2

+
1

2
m2φ2 +

1

4!
λφ4

]

. (8.50)

To compute the quantum effective potential, we split as usual the field into a classical

background part and a quantum fluctuating part:

φ = φcl + η . (8.51)

The quadratic part of the action for η is then controlled by a kinetic operator of the form:

δ2SE
δφ2

[φcl] = − ∂2τ − ~∇2 +M2(φcl) , (8.52)

where

M2(φcl) = m2 +
λ

2
φ2cl . (8.53)

The finite temperature 1-loop correction to the effective potential as a function of the

background field φcl is then given by the following expression:

V 1
eff(φcl) =

1

2
Tr log

(

− ∂2τ − ~∇2 +M2(φcl)
)

=
1

2β

∑

n

∫

d3~k

(2π)3
log
(

ω2
n +Ω2(~k, φcl)

)

, (8.54)

where:

Ω(~k, φcl) =

√

~k2 +M2(φcl) . (8.55)

This can be rewritten in the form:

V 1
eff =

∫

d3~k

(2π)3
I
(

Ω(~k, φcl)
)

, (8.56)

in terms of the function:

I(Ω) =
1

2β

∑

n

log
(

ω2
n +Ω2

)

. (8.57)

Since we are interested only in the Ω-dependent part of this function, we can study its

first derivative. This is easier to compute, and one finds:

I ′(Ω) =
1

β

∑

n

Ω

Ω2 + ω2
n

=
∑

n

βΩ

(βΩ)2 + (2πn)2

=
1

2
coth

βΩ

2
. (8.58)
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Integrating once this result, and dropping an irrelevant integration constant, it follows

that:

I(Ω) =
1

β
log
[

2 sinh
βΩ

2

]

=
Ω

2
+

1

β
log
[

1− e−βΩ
]

. (8.59)

Plugging this back into the expression for Veff , the first term gives the zero-temperature

result, whereas the second describes the finite-temperature corrections. Indeed, the zero-

temperature effective potential can be written in the following form, by performing the

energy integral with the help of the residue theorem:

V
1(0)
eff =

1

2

∫

d4k

(2π)4
log
(

k2 +M2(~k, φcl)
)

+ const.

=
1

2

∫

d3~k

(2π)3

∫

dk0
(2π)

log
(

k20 +Ω2(~k, φcl)
)

+ const.

=
1

2

∫

d3~k

(2π)3

∫ 1

0
dα

∫

dk0
(2π)

Ω2(~k, φcl)

k20 + αΩ2(~k, φcl)

=

∫

d3~k

(2π)3
Ω(~k, φcl)

2
. (8.60)

The temperature-dependent correction can instead be written in the following way, after

switching to the dimensionless integration variable x = βk:

V
1(β)
eff =

1

2π2β4

∫ +∞

0
dxx2 log

[

1− e−
√
x2+(βM)2

]

, (8.61)

This integral cannot be computed in closed form in terms of simple functions. However,

one can derive its high-temperature behavior by expanding in powers of βM . One finds:

V
1(β)
eff ≃ −π

2

90

1

β4
+

1

24

M2

β2
+ · · · . (8.62)

The full effective potential at 1-loop order is finally given by:

Veff =
1

2
m2φ2cl +

1

4!
λφ4 + V

1(0)
eff (φcl) + V

1(β)
eff (φcl) . (8.63)

In the high-temperature limit, this can be approximated with:

Veff ≃
(

− π2

90
T 4 +

1

24
m2T 2

)

+
1

2

(

m2 +
λ

24
T 2
)

φ2cl +
1

4!
λφ4cl . (8.64)

From the form of the result, we see that temperature effects give a positive contribution to

the effective mass. This means that symmetries tend to be restored at high-temperatures,

as expected. For instance, in the case where m2 < 0 and the Z2 parity symmetry φ→ −φ
is spontaneously broken at zero temperature, one finds a second-order phase transition

at some finite temperature, separating a low-temperature phase where the symmetry is

spontaneously broken with φcl 6= 0, and a high-temperature phase where the symmetry is
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restored with φcl = 0. The critical point can be estimated by using the high-temperature

approximation, and corresponds to the temperature where the mass term changes sign.

This happens for:

Tcr ≃
√

24m2

−λ . (8.65)
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9 Tunneling and vacuum decay

9.1 Semi-classical tunneling in quantum mechanics

Phenomena involving the quantum tunneling through a potential barrier can be efficiently

studied in quantum mechanics in the semi-classical approximation. Using the standard

WKB approximation, one can for instance compute the probability per unit time for single

degree of freedom of massm described by a variable q to tunnel through a potential barrier

V (q). Denoting by qi and qf the fixed entrance and exit points, which are conventionally

taken to satisfy V (qi) = V (qf ) = 0, the result for this decay rate is simply:

Γ ∼ exp

{

−2

∫ qf

qi

dq
√

2mV (q)

}

. (9.1)

This result can be generalized to the case of n degrees of freedom of massm described by n

variables ~q, tunneling through a potential barrier V (~q). Denoting by ~qi the fixed entrance

point and by ~qf the now arbitrary exit point, satisfying again V (~qi) = V (~qf ) = 0, the

result becomes in this case:

Γ ∼ exp

{

−2min

∫ ~qf

~qi

|d~q |
√

2mV (~q )

}

. (9.2)

The minimization is over all the possible paths connecting the initial point ~qi and any

final point ~qf with the same vanishing potential energy. It corresponds to the fact that

the tunneling rate depends only on the shape of the section of the potential barrier along

some most favorable tunneling path in the n-dimensional space of variables.

In order to generalize this kind of expression to more complicated situations, and in

particular to systems with an infinite number of degrees of freedom like quantum field

theories, it is convenient to rely on an alternative understanding of tunneling processes

within the path-integral formulation. In this formulation, however, one immediately faces

the difficulty that a tunneling process corresponds to a classically forbidden path. It is

therefore unclear how to formulate the semi-classical approximation for such a genuinely

quantum phenomenon from the functional integral over all the possible paths. This is

related to the fact that tunneling processes are non-perturbative effects in ~, with a non-

analytic behavior of the type e−SE/~, which cannot be captured by a Taylor expansion in

~. The form of the known result suggests however that it should nevertheless be possible

to attribute the effect to some kind of dominant path with action SE, although this cannot

be a classical path.

To make progress in understanding which path gives the dominant contribution to

tunneling processes, let us recall the Jacobi form of the least action principle. This states

that the classical trajectories solving the equation of motion with a given energy,

m~̈q = −V ′(~q ) with
1

2
m~̇q2 + V (~q ) = E , (9.3)

minimize the functional

S =

∫ ~qb

~qa

|d~q |
√

2m
(

E − V (~q )
)

. (9.4)
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We observe now that the exponent in the formula for the tunneling rate is the minimum of

a function that has the same form as S, but with vanishing energy and inverted potential.

We can then conclude that the trajectory associated to the tunneling is the classical

trajectory that the particle would follow in the inverted potential −V , with vanishing

conserved energy:

m~̈q = V ′(~q ) with
1

2
m~̇q2 − V (~q ) = 0 . (9.5)

Notice finally that these equations coincide with the Euclidean version of the ordinary

equations of motion and vanishing energy conditions of the particle, with Euclidean time

τ = −it. We can then recall that the Euclidean equations of motion can be obtained as

the Euler-Lagrange equations for the Euclidean action:

SE =

∫ tf

ti

dτ
(1

2
m~̇q2(τ) + V (~q(τ))

)

. (9.6)

Moreover, using the equation fixing the energy, it follows that the exponent of the tunneling

probability can be rewritten as:

2min

∫ ~qf

~qi

|d~q |
√

2mV (~q ) = 2 extrSE . (9.7)

Using this result, and the fact that the action SE for the reversed path is identical by

time-reversal symmetry, one can finally rewrite the tunneling probability as

Γ ∼ e−S̄E . (9.8)

The quantity S̄E denotes the Euclidean action for the trajectory ~̄q(τ) starting from ~qi,

going up to ~qf and finally bouncing back to ~qi. This is a solution of the Euclidean equations

of motion, which is generically referred to as bounce. In the particular case where the

points ~qi and ~qf correspond to degenerate minima of V (~q), its basic first half going from

~qi to ~qf is called instanton, and the other half going from ~qf to ~qi anti-instanton. Using

the vanishing energy condition one finds:

S̄E =

∫

dτ
(1

2
m ~̇̄q(τ)2 + V (~̄q(τ))

)

= m

∫

dτ ~̇̄q(τ)2 . (9.9)

9.2 Path-integral description of tunneling processes

The above results suggest that tunneling processes should admit a simple semiclassical

interpretation in Euclidean space, in the sense that it should be possible to interpret

the associated exponentially suppressed probability amplitude as coming from a classical

Euclidean path weighted by its classical action.

For concreteness, let us consider a system with n degrees of freedom described by

some variables ~q, with a potential V (~q) admitting a local minimum with conventionally
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vanishing energy at some point ~q0, so that V (~q0) = V ′(~q0) = 0, which is separated by a

finite energy barrier from some region of negative energy, delimited by a surface of points

~q1 where V (~q1) = 0. In order to estimate the probability of decay by tunneling through

the barrier starting at ~q0, we use then the following strategy. We imagine to construct

a family of potentials where a parameter can be smoothly varied to turn the minimum

in ~q0 from a stable to a metastable minimum. We compute then the exact energy E0 of

the ground state in the region where the minimum is stable and analytically continue the

result to the region where it becomes metastable. Finally, we identify the imaginary part

that arises with the decay rate for tunneling trough the barrier:

Γ0 = −2 ImE0 . (9.10)

The starting point to compute the energy of the ground state is the evolution kernel over

some large Euclidean time T on the state |~q0〉:

Z0(T ) = 〈~q0|e−HT |~q0〉 . (9.11)

This is given by a functional integral with centered boundary conditions, over configura-

tions starting end ending at the point q0:

Z0(T ) =

∫

c.b.c.
D~q exp

{

−
∫ T/2

−T/2
dτ LE(τ)

}

. (9.12)

In the limit of large T , one deduces then that:

E0 = − 1

T
logZ0(T ) . (9.13)

In the semi-classical approximation, the main contributions to the functional integral

come from those trajectories that make the Euclidean action stationary. In order to

properly normalize the result, notice first that if the minimum of the potential V (~q) at

~q0 were an absolute stable minimum, then there would be only one possible classical

trajectory for the Euclidean problem, where the particle stays at the maximum ~q0 of the

inverted potential without moving. The corresponding classical action is then zero, and

the functional integral over small Gaussian fluctuations around this trajectory is that of

a harmonic oscillator with frequency ω0 =
√

V ′′(~q0), which for large T is given by:

Zosc
0 (T ) =

mω0

π
e−ω0T/2 . (9.14)

The corresponding ground-state energy is then found to be just the usual zero-point energy.

Indeed, in the large-T limit one finds:

Eosc
0 =

ω0

2
. (9.15)

In the case where the minimum of V (~q) at ~q0 is only a local metastable minimum, there

exists an additional bouce solution ~̄q(τ) to the classical Euclidean equations of motions,

where the particle starts with zero velocity and potential energy at ~q0, rolls down the

inverted potential and reaches some turning point ~q1 where the potential energy again

129



vanishes and the velocities inverts, and finally comes back to ~q0 with vanishing final

potential energy and velocity. Notice that this trajectory takes indeed an asymptotically

large Euclidean time, since ~q0 is a stationary point. As already seen, the corresponding

Euclidean action is positive and given by the following expression:

S̄E = m

∫ T/2

−T/2
dτ ~̇̄q(τ)2 . (9.16)

The contribution to Z0(T ) from such a basic bouncing path with a given center in Eu-

clidean time is weighted by the semi-classical factor involving its action, namely e−S̄E ,

times a prefactor which involves the determinant of the kinetic operator for quadratic

fluctuations around this path. This is given by the basic harmonic oscillator result men-

tioned above times a relative factor K given by:

K =

√

S̄E
2πm

det ′−1/2
(

−m∂2τ + V ′′(~̄q)
)

det−1/2
(

−m∂2τ + V ′′(~q0))
) . (9.17)

The prefactor arises from the contribution of the zero-mode of the operator −m∂2τ+V
′′(~̄q),

whose existence is implied by time-translation invariance. More precisely, taking the

time derivative of the Euclidean equation of motion satisfied by the bounce one deduces

that (−m∂2τ + V ′′(~̄q)
)

~̇̄q = 0. This shows that the cited zero-mode is proportional to the

derivative of the bounce solution. More precisely, using the expression for the bounce

action we see that the properly normalized solution is ~qλ1(τ) =
√

m/S̄E ~̇̄q(τ), which has

λ1 = 0. The integral over that mode must then be done separately in the functional

integral, since it is divergent. In fact, the result is proportional to the integral over the

total time, which will be done in the end, and a careful treatment of the normalization of

the path-integral measure shows that the proportionality factor is
√

S̄E/(2πm).

Notice now that one can actually compose n such basic bounce solutions centered at

well separated successive times to form an multiple bounce solution. The corresponding

action will be n times the basic bounce action S̄E, and the integration over Gaussian

fluctuations will give the harmonic oscillator result times the product of n copies of the

factor K. Finally, one has to integrate over all the possible center times for these n

bounces, keeping their order fixed. This gives a factor T n/n!. Summing over all the

possible values of n, one finds then the following result for Z0(T ):

Z0(T ) = Zosc
0 (T )

∞
∑

n=0

T n

n!
Kne−nS̄E

= Zosc
0 exp

{

TKe−S̄E
}

=
mω0

π
exp

{

− T
(ω0

2
−Ke−S̄E

)}

. (9.18)

In the large-T limit it follows then that the energy of the ground state is given by:

E0 =
ω0

2
−Ke−S̄E . (9.19)

The computed tunneling corrections is exponentially suppressed, and therefore much

smaller than the subleading corrections that have been neglected in deriving the first

130



term. However, the crucial point is that these tiny effects are the dominant source for the

imaginary part of the energy, and represent the leading terms in the tunneling rate:

Γ0 = 2 ImK e−S̄E . (9.20)

The fact that K has an imaginary part, and that it is actually purely imaginary, is related

to the fact that there exist precisely 1 negative eigenvalue, whose square root must be

analytically continued to a purely imaginary result. The generic presence of this unstable

mode can be understood as follows. We already saw that the operator (−m∂2τ + V ′′(~̄q))

has a mode ~qλ1(τ) =
√

m/S̄E ~̇̄q(τ) with eigenvalue λ1 = 0. However, this cannot be the

lowest-lying eigenmode, because it turns out to have a node in correspondence of the

turning point of the bounce solution. There must then exist a node-less mode ~qλ0(τ) with

a smaller negative eigenvalue λ0 < 0. On the other hand, all the other eigenmodes ~qλi(τ)

with more than one node will have higher positive eigenvalues λi > 0, with i > 1. A

careful analytic continuation shows then that the correct prescription is:

ImK → 1

2
|K| . (9.21)

It follows finally that the tunneling rate is given by the following expression:

Γ0 =

√

S̄E
2πm

√

∣

∣

∣

∣

det
(

−m∂2τ + V ′′(~q0))
)

det ′
(

−m∂2τ + V ′′(~̄q)
)

∣

∣

∣

∣

e−S̄E . (9.22)

In most of the applications, the prefactor in the above expression is irrelevant, and only

the non-perturbative exponential matters. As we have seen, the exponent is simply the

Euclidean action of the basic bounce solution of the Euclidean equations of motions, and

reproduces the standard semi-classical suppression factor, which is entirely determined by

the shape of the potential barrier.

9.3 Tunneling in quantum field theory

The path-integral approach to tunneling processes described in the previous section for

quantum mechanical systems can now be generalized in a straightforward way to quantum

field theories. Let us consider for concreteness the theory of a single self-interacting real

scalar field φ, with action:

S =

∫

d4x
[1

2
∂µφ∂

µφ− V (φ)
]

(x) . (9.23)

Suppose now that V (φ) has a local metastable minimum with vanishing energy at some

point φ0, separated by some finite potential barrier from some region of negative energy

starting at a point φ1 with vanishing energy. The tunneling probability per unit time and

unit volume can be computed exactly as before, by considering the Euclidean path-integral

where paths are weighted by the Euclidean action:

SE =

∫

d4x
[1

2

(

∂µφ
)2

+ V (φ)
]

. (9.24)
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The corresponding Euclidean equations of motion are:

−�Eφ+ V ′(φ) = 0 . (9.25)

The relevant bounce solution φ̄(x) starts from the initial point φ0 with vanishing

potential energy and velocity, goes then to some configuration φ′1(~x) for which the positive-

definite gradient energy is compensated by a negative potential energy to yield again

vanishing total energy and the velocity inverts, and finally goes back to the initial point

φ0 with vanishing final velocity and energy. The associated action can be simplified as

follows. Consider the 1-parameter family of scaled trajectories

φλ(x) = φ̄(x/λ) . (9.26)

The corresponding Euclidean action is found to be:

SE[φλ] =

∫

d4x
[1

2
λ2
(

∂µφ̄
)2

+ λ4V (φ̄)
]

. (9.27)

The stationary bounce trajectory corresponds to λ = 1. This means that the above

function of λ must be stationary at λ = 1, δSE/δλ[φ̄] = 0, and we deduce that

∫

d4x
[

(

∂µφ̄
)2

+ 4V (φ̄)
]

= 0 . (9.28)

This relation implies that the bounce action is positive and can be rewritten in the fol-

lowing way:

S̄E =
1

4

∫

d4x
(

∂µφ̄
)2
. (9.29)

The path-integral over Gaussian fluctuations can be computed in a way similar to before.

The resulting normalized factor K is in this case found to be:

K =
S̄2
E

4π2
det ′−1/2

(

−�E + V ′′(φ̄)
)

det−1/2
(

−�E + V ′′(φ0))
) . (9.30)

The first factor arises exactly in the same way as before from the zero-modes implied by

translational invariance. In this case, there are four of them, associated to both time and

space translations, of the form φλ1µ ∝ ∂µφ̄. In this case, one has to eventually integrate

over the location of the bounces not only in time but also in space, and this will produce

a factor of T times a factor of the total volume V .

The crucial question is now whether there is a negative eigenvalue mode, and whether

there is just one, so that K is as before purely imaginary and the bounce contributes to

the decay rate. The fact that there must exists at least one unstable mode with negative

eigenvalue can be easily proven by looking at the operator governing the quadratic fluc-

tuation in the parameter λ describing the family of trajectory considered above. Indeed,

using the formulae derived in the previous paragraph, one finds that δ2SE/δλ
2[φ̄] < 0,

implying that fluctuations in the scale of the bounce lead to an instability. This obviously

implies that the full kinetic operator δ2SE/δφ
2[φ̄] for Gaussian fluctuations around the
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bounce has at least one negative eigenvalue. Concerning the uniqueness of such a negative

eigenvalue, one can prove it in certain limits, but not in full generality. Finally, we have

then as before that ImK → 1/2|K|.
In the end, the final formula for the tunneling rate in quantum field theory is given by

the following expression:

Γ0

V
=

S̄2
E

4π2

√

∣

∣

∣

∣

det
(

−�E + V ′′(φ0)
)

det ′
(

−�E + V ′′(φ̄)
)

∣

∣

∣

∣

e−S̄E . (9.31)

This formula is written in terms of bare quantities. However, all the UV divergences

can be renormalized through local counter-terms in the standard way. Indeed, the above

computation of the tunneling rate can be directly mapped to the computation of the

Euclidean version of the quantum effective action ΓE in the particular background of the

bounce solution φ̄ and the constant configuration φ0. More precisely, using the usual

relation detM = exp tr logM , one can rewrite the above result as:

Γ0

V
=

S̄2
E

4π2
e−(Γ̃E [φ̄]−Γ̃E [φ0]) , (9.32)

where:

Γ̃E[φ] = SE [φ]−
1

2
Re tr′ log

(

−�E + V ′′(φ)
)

. (9.33)

9.4 Vacuum decay and bubbles

In a quantum field theory, the process of tunneling through a potential barrier from a

metastable vacuum associated to a value φ+ of the field to a stable vacuum associated to

a value φ− of the field, with V (φ+) > V (φ−), is interpreted as a vacuum decay process,

in which the false vacuum is converted into the true vacuum through a phase transition.

More precisely, quantum fluctuations allow tunneling and the consequent formation and

expansion of bubbles of true vacuum, with a certain probability per unit time and volume.

One can then define the life-time of a metastable vacuum state exactly as for quantum

mechanical systems with a finite number of degrees of freedom, as the inverse of the decay

rate:

τ =
1

Γ
. (9.34)

The situation is perfectly analogous to a system in thermal equilibrium that is over-

heated beyond the critical temperature at which a liquid-vapor phase transition occurs.

At such temperatures the stable state is the vapor state, but the liquid state is still

metastable, because there is a potential barrier associated to the formation of bubbles due

to their surface tension. Thermal fluctuations allow however the creation and expansion

of bubbles of vapor state within the liquid state, with a certain probability per unit time

and volume.

In order to make the interpretation in terms of bubbles somewhat more precise, notice

that it is natural to assume that the bounce solution that is relevant for vacuum decay
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should be invariant under the group of Euclidean rotations SO(4). The problem can

then be phrased in polar coordinates, and the bounce φ̄ depends non-trivially only on the

Euclidean radial coordinate:

ρ =
√

τ2 + |~x|2 . (9.35)

The Euclidean equation of motion satisfied by the bounce simplifies then to the following

ordinary differential equation:

( d2

dρ2
+

3

ρ

d

dρ

)

φ̄ = V ′(φ̄) . (9.36)

We must then look for a solution to this equation that corresponds to the second half of

the bounce, starting at τ = 0 from some non-trivial spherically symmetric configuration

with vanishing velocity,

∂τφ(~x, 0) = 0 , (9.37)

and reaching after an asymptotically large time the constant configuration corresponding

to the the metastable vacuum:

lim
τ→∞

φ̄(~x, τ) = φ+ . (9.38)

Moreover, in order to get a finite action one also needs to require that:

lim
|~x|→∞

φ̄(~x, τ) = φ+ . (9.39)

In terms of the variable ρ, the above conditions imply then the following boundary con-

ditions:

lim
ρ→0

d

dρ
φ(ρ) = 0 , lim

ρ→∞
φ(ρ) = φ+ . (9.40)

Observe now that by interpreting ρ as a time and φ as a position, the above differential

equation can be interpreted as the equation of motion for a particle of unit mass moving

in a potential −V and subject to some time-dependent damping force proportional to its

velocity and inversely proportional to time, which is accounting for the effects due to the

gradient energy of the original field. The boundary conditions imply on the other hand

that the particle should start anywhere but with zero velocity and end after infinite time

at φ+. It is easy to prove that such a motion exists and that it is unique. It corresponds

to start at a point φ′1 somewhere between φ− and the point φ1 defining the exit point

of the barrier with vanishing potential energy, with a positive energy that is integrally

dissipated during the rolling towards φ+, which is then reached after infinite time with

zero energy and velocity. Schematically, one can think of the trajectory as follows, at least

if the difference in energy of the two minima is not too big. It starts in the proximity of

φ− and remains in its vicinity until some characteristic time R, at which is rolls towards

the point φ+ in a time ∆R, and stays then in the vicinity of that point for infinite time.
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In the original interpretation of the variable ρ as a radial coordinate in Euclidean space

and φ as a field describing the type of phase, the bounce solution describes as heuristically

expected a bubble separating an interior phase of true vacuum, corresponding to the value

φ− of the field, from an exterior phase of false vacuum corresponding to the value φ+ of

the field. The radius of the wall corresponds to the time R at which the rolling between

the two extrema occurs, and the thickness of the wall corresponds to the typical time ∆R

that this rolling takes.

The dynamics of the bubbles forming during the phase transition associated to the

decay of a false vacuum into a true vacuum can be described by recalling what happens

for the tunneling in quantum mechanical systems. In this simpler situation, a particle with

zero energy can tunnel through the barrier and emerge at the other side at some given

time, say t = 0, with vanishing energy, and start rolling down the potential. This stage

of rolling down can then be approximately described by the classical real time equations

of motions, with the boundary condition that the particle starts with vanishing potential

energy and vanishing velocity. Notice now that these boundary conditions coincide with

those arising at the turning point of the bounce. This means that the dynamical evolution

of the particle after tunneling is governed by the analytic continuation of the bounce

solution to real time after the turning point. In the context of quantum field theory, the

same reasoning can be applied. The only differences are that at the turning point the

field configuration has a non-trivial dependence on the spatial coordinates, and that its

potential energy is negative and compensates the positive gradient energy. Again, one

finds that the initial conditions at t = 0 for the real dynamical evolution of the bubble

after tunneling coincide with the conditions obtained at the turning point of the bounce.

One can then again identify the dynamical evolution of the field after tunneling with the

analytic continuation of the bounce solution to real time after the turning point. Notice

furthermore that the SO(4) Euclidean rotation invariance of the bounce solution maps

then to the SO(1,3) Lorentz invariance of the bubble dynamics.

In the schematization of the bubble as a shell of radius R with small thickness ∆R,

the trajectory is determined by the following simple equation:

−t2 + |~x|2 = R2 . (9.41)

The radius of the bubble therefore expands from R to infinity as:

r(t) =
√

R2 + t2 . (9.42)

The radial velocity increases with time and asymptotically reaches the velocity of light:

v(t) =
t√

R2 + t2
. (9.43)

As this expansion occurs, the energy gained by converting the false to the true vacuum in

the gained volume is converted into gradient energy of the bubble.

Unfortunately, the bounce solution and its action cannot be computed in closed form

for a general potential barrier, even using the assumption of SO(4) symmetry. One can

however estimate by simple scaling arguments the dependence of S̄E on the typical height

135



and width of the barrier. To do so, let us schematize the general situation of a poten-

tial involving arbitrarily many dimensionful parameters with the situation of a potential

involving only two such dimensionful parameters, H and W with dimensions of energy,

controlling respectively the typical height and the width of the barrier:

V (φ) = H4v
( φ

W

)

. (9.44)

Defining then the dimensionless field π = φ/W and switching to a dimensionless integra-

tion variable yµ = Λxµ, the Euclidean action can be written as:

SE =

∫

d4y
[1

2

W 2

Λ2

(

∂µπ
)2

+
H4

Λ4
v(π)

]

. (9.45)

Choosing now Λ = H2/W , one obtains:

SE =
W 4

H4

∫

d4y
[1

2

(

∂µπ
)2

+ v(π)
]

∼ W 4

H4
. (9.46)

This suggest that in general one has:

S̄E ∼ width of the potential barrier

height of the potential barrier
. (9.47)

The bounce solution and its action can be found more explicitly in the limit where the

difference in energy between the true and the false vacua is very small. This is called the

thin-wall approximation, because in that case one indeed gets ∆R/R≪ 1.
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