MASSACHUSETTS INSTITUTE OF TECHNOLOGY

6.265/15.070J Lecture 22 May 8, SP17
Lecturer: Guy Bresler Scribe notes by Ruihao Zhu

Disclaimer: These notes have not been subjected to the usual scrutiny reserved
for formal publications. They are posted to serve class purposes.

Spatial and Temporal Mixing of 2D Ising Model and Correlation
Inequality
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1. Ising model: spatial mixing < temporal mixing

2. Correlation inequality

1 Ising model: spatial mixing < temporal mixing

Recall that the Ising model is defined as:
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and the Glauber dynamic is

e Choose u € V u.a.s.

eXP(w D weN (u) ”w)
1+exp(26 ZwEN(u) zw) :

e Update z,, according to Pr[x, = +|z_,] =
We define the conditional measure: W C V,n € {—1,+1}" then m,(-) =
Pr[z € -|xw = n].

Theorem 1. Suppose that for any n € {—1,+1}V and some a > 0,

7= (o = +) — 7= (20 = )] < expl—ad(i,0)),

then the Glauber dynamic on G has ty, = O(nlogn) for any boundary condi-
tion.



Definition 1 (Block dynamics). Fix some size L. Block dynamics is a Markov
chain on 2D Ising models such that at each step, an L x L block is chosen
uniformly at random and updated conditional on the boundary.

Theorem 2. If block dynamic contract 1 — %2 implies Glauber dynamics mixes
in O(nlogn).

Proof of Theorem 1. Goal: fast mixing for block dynamics.

Start with z,y € {—1,+1}", such that z; # y;,x; = y; Vj # i. Find a
coupling X1,Y; ~ Prz, ], Prly, -], and bound E[p(X1, Y7)].

Coupling:

e Choose the same L x L block.
e If boundary is same, do same update.

e If boundary is different, update in a monotone way: if x(i) = —1, yo(i) =
+1, then X7 (j) < Y1(j) for all j in box.

Proof that Y1(j) > X1(j) a.s. is possible. Run Glauber dynamics in side block,
Xip1 < Vi if Xy < Y3

Lemma 3. Pr[X,(j) # Yi(j)] = PrlYi(j) = +1] - Pr[Xa(j) = +1].
Proof.

Pr[Y1(j) = +1,X1(j) = —1] = Pr[Y1(j) = +1] = Pr[Y1(j) = +1, X1 (j) = +1]

Bounding E[p(X1, Y1)]
1. If box contains 7, p(X1,Y7) = 0.

2. If i is on boundary of box, then there are 4L choices of box.

E[p(X1,Y1)] = > Pr[Xi(j) # Yi(j)]

j€box

= Y Pr[Yi(j) = +1] = Pr[X1(j) = +1]
j€E€box

—Zl—l- Z exp(—acV'L)
jEB 1€BC

< AL+ L?exp(—acVL).



Given € > 0, we take ¢ small and L sufficiently big such that the above
expression is < eL.

Combine the above, one has

L? AL 'L?
E[p(X1,V1)] <1— — + —eL =1— ——
n n n
Path coupling = block dynamics mixes fast. O

2 Correlation inequality

Claim 1. Any two nodes in the Ising model are positively correlated, E[X; X ;] >
E[X]E[X;].

Definition 2. A measure j on a poset (2 = {—1,+1}V 2 <y & z; <), is
positively correlated if for increasing f, g, and X ~ p,

E[f(X)g(X)] = E[f(X)|E[g(X)].

Theorem 4 (Chebyshev). If ) is totally ordered, then any p has positive corre-
lation.

Proof. Suppose f, g are increasing, f(x) < f(y) < g(z) < g(y). then

[ [15@ - 1)late) — su)dute)dnte) = 0
= B{f(x)g(e)] ~ Bl (2)[Elg )] 2 0.
O

Theorem 5 (Harris). Any product measure on coordinates that are totally or-
dered has positive correlations (product space is a poset with “<” obtained
from coordinate-wise order).

Proof. Assume pi; has positive correlation on €2y X o, 4t = p1 X o, and f, g
increasing on {27 X (1o, then

//f(w,y)g(x,y)dm(:t)duz(y)
2/ [/ f(x,y)dm(fc)/g(m,y)dul(ﬂs)} dpa2(y)

2//fdmduz//gdmdu2.



Theorem 6 (FKG inequality). Let Q = {0, 1} be a finite poset, y is a positive
probability measure. If p(wi A w2)p(wr V we) > p(wi)p(ws), then p has
positive correlation. Here wy V wy = max{wi, wa}, w1 A wy = min{wy, wa}.

Remark. FKG condition is log-supermodular.

Definition 3 (Submodular). h is submodular iff for all S,T € P(x) (power set
of ),

h(SUT)+h(SNT)<h(S)+h(T),
orforall W C U,
h(U+{e})—h(U) <h(W+{e})—h(W).
Example : [Ising model] One can check that if x; > y; Vj, then

u (wi=+1) - U (yi=+1)
p(x==1) = p(y=1)’

Also,

exp [28 > w(u) | Zexp (28 > yu)|.

u€EN (7) u€N ()
= Ising has positive correlation!
Claim 2. Q = {0,1}° + FKG condition = if x(u) > y(u) (u # v), then

stochastic dominates

plw(v) € Huw(u) = z(u),u # v) > pw(v) € Hw(u) = y(u), u # v).

Proof. FKG condition =

Note also that ;% > % = a > b, we conclude the statement. O



