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1 Review of the model

1.1 Independent set model

Let graph G = (V, E) and we have Py(I) = 2\l where I is an independent
set and A > 0 is the “activity”.

1.2 Glauber dynamics

e Pick uniformly at random a node v € V
e Update: include v if none of its neighbors are in the independent set with

probability 1%\

2 Facts

Focusing on A = 1.

1. (a) There can be no polynomial time sampling algorithm unless
NP =RP.

(b) Same holds for graphs of max degree A = 6 [Sly, 2010]

2. Glauber dynamics mixes fastif A <5



Proof. We will first prove part 1(a). Assume we have a black box for sampling
uniformly at random independent sets. Take G = (V, E) with |V| = n. We
will show how to answer in polynomial time with probability > % ”is there an

independent set of size > k in G?” Produce a new graph G’ on nr vertices:
1. Replace u € V(G) with r nodes R,
2. If (u,v) € E(G) then R, x R, € E(G")

Claim: Can choose r = cn such that we get an independent set of size > k
if and only if it exists in G.
Consider an independent set > k in G. This corresponds to (2" — 1)* indepen-
dent sets in G’ of size > k. The number of independent sets of size < k in G
correspond to < 27(2" — 1)*~! independent sets in G'.

So Pr[independent set > k in G] > (2’“—1)1'“(—2:2;%%]:—1)]’“71'

3 Slow mixing for any local Markov chain (A = 6)

Definition 1. A Markov chain with ) = independent sets v - local if at each
step it changes at most yn nodes.

Theorem 1 (Dyer-Freize-Jerrum). There exists some ~ and a sequence of graphs
with max degree A = 6, such that any y-local Markov chain with stationary
distribution m = Uni f(2) has tyiz > e

Theorem 2 (Conductance). For any Markov chain and all S C Qwith7(S) < 1,

c(s,s o
iz > ﬁ(s), where ®(S) = % and C(S,S) = ZwGS,yES’ m(z)P(x,y).
Corollary 3. Assuming  is uniform on the allowable states, t,,;, > % where
85 is the states in S connected to S.

Proof. Want to show ®(.5) < %. 7(S) = Isl

C(S,8) =) > w(x)P(z,y)



Proof. (Theorem 1) Let G = (L, R, E)) where L is the set of left nodes and R is
the set of right nodes and |L| = |R| = n. Add a random perfect matching to £
and do this A = 6 times. Now define («, 3) independent set where an = |[INL|
and fn = |I N R|. Then let:

Iiett = {(a, ) ind. sets with a > (3}

Light = {(cv, B) ind. sets with o < 3}

Imia = {(o, B) ind. sets in strip} where the strip is of width « around the line
« = [ in the a vs. S plot.

We will apply the corollary with S = smaller of I;.¢; and I;n¢ and 65 C I44.

Let ¢(a, B) = expected # of (o, 3) independent sets. So e(c, ) = () (57;)[((1(0‘;))”)]A.

(ann) = [aa(l_(lx)(lfa)]n 6(%)
—B)A-1(A=B) (1—q)A-DA~a)
(o B) = [ Gt = eap(f (@, B) (n+o(n)))

Properties of f:

e fis symmetric in (v, ) and has no local maximum other than the global
e If A <5, then there is a unique global maximum at o = 3
e If A > 6, then there are two symmetric global maxima

(a*, B*) is one of the local maxima in A = 6 with o* = 0.035, 5* = 0.408
and f(a*, %) > c=0.71 = e(a*, f*) > " for sufficiently large n. v = 0.35
fla, B) < c— 46,5 = 0.0001 when in the ~y-strip.

Elllmia] < ) e(a, B) < nPele™m < elemson

a,Bin strip

PrHImid| > e(c—26)n] < e—én

Deterministically |{(c, 3) indep. sets with INL = an}| > (" )2(1-4a)n >
¢=20) where the last inequality comes from Stirling’s approximation and op-
timizing over . Let o be the value where the bound above is obtained (and
similarly define Sy). Let:

A={(a,B):a>ap,B < Bo}s

B={(a,): a> g, > P, < B},

C={(a,B) :a <, 8= bo},

D ={(a,B) : a0 <, By < B, < B}.

Then Ije;y 2 AU D and 4, 2 C U B. So using the corollary we get
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4 Tree recursions

We are looking at A tree rooted at p.
Claim: For any set A C in,
PrjpeIlonnI = A] € [Pr[p € I|on C I],Pr[p € I|on N1 = @]
(Note: flipped when the level is even or odd).
Let g(v) = Prlv € I|p(v) & I] where p(v) is the parent of v. Let the

q\v

) 1—q(v)"
Clalm: Rv%p(v) = )\ H’LUEN(’U)\p(v) 71+Rw—w .
Note: add a fictitious parent for p and condition on p(p) ¢ I.

The claim is true by m =1—q(w)=Pr(wgIlvglI).

children of v be wy, wo, ..., WA _1. Rvﬁp(v) =

q(v) =Prfv € Ilp(v) € I] = Prv € I|p(v) & [;w1,...,wa—1 & I| Prwy, .. wa_1 & I|p(v) & I]

= P, a1 & Tl & 1Pl & Tlp(v) ¢ 1]
+ Prlwy,...,wa_1 & Ilv € I|Pr[v € I|p(v) & I]]

= M 01 - a@)ate)

Then rearrange to get the recursion in the claim.

Think of R, _, () as f(z) = A1)27L fo f(a).

The discussion will be finished at the beginning of next lecture.



