Systematic Selection of Field Response Measurements for
Excavation Back Analysis

Ze Zhou WANGa,b, *; Numa Joy BERTOLAb,c; Siang Huat GOHa,b; Ian F.C. SMITHb,c

a. Department of Civil & Environmental Engineering, National University of Singapore, Block E1A, #07-03, No.1 Engineering Drive 2, Singapore 117576. Email: e0054291@u.nus.edu (WANG, Ze Zhou); gohsianghuat@nus.edu.sg (GOH, Siang Huat);
b. Future Cities Laboratory, Singapore-ETH Centre, 1 CREATE Way, CREATE Tower, #06-01, Singapore 138602, Singapore.
c. Applied Computing and Mechanics Laboratory (IMAC), School of Architecture, Civil and Environmental Engineering (ENAC), Swiss Federal Institute of Technology (EPFL), Lausanne, Switzerland. Email: ian.smith@epfl.ch (Ian F.C. SMITH); numa.bertola@epfl.ch (Numa Joy BERTOLA)

Corresponding author:
WANG, Ze Zhou
Email: e0054291@u.nus.edu
Postal address: Future Cities Laboratory, Singapore-ETH Centre, 1 Create Way, CREATE Tower, #06-01, Singapore 138602
Systematic Selection of Field Response Measurements for Excavation Back Analysis

Ze Zhou WANG; Numa Joy BERTOLA; Siang Huat GOH; Ian F.C. SMITH;

Abstract:
In a geotechnical excavation, back analyses are routinely performed using the measured field responses to derive the material parameter values for the different soil layers present at the site. For the purpose of back analyses, the engineers will usually make use of a portion of the large volumes of field data collected, in order to keep the computational effort to a manageable level. However, excavation back analyses using different selected sets of field response measurements may not yield the same knowledge of material parameter values. Therefore, measurements need to be carefully selected to obtain the best estimates of material parameter values. Currently, the selection of measurements is largely based on engineering heuristics; no method has been proposed to systematically quantify the expected knowledge of the parameter values that field response measurements could provide. In this paper, a hierarchical algorithm based on a joint-entropy objective function is proposed to systematically evaluate the knowledge gained from wall deflections measured by eight inclinometers at an excavation site. The algorithm ranks the inclinometers based on the expected knowledge yield of the parameter values. Back analysis using actual field response measurements is then carried out to corroborate the ranking. The rankings obtained from the back analysis results and the predictions of the hierarchical algorithm are very similar, which suggests that the latter method can aid in the judicious selection of field response measurements in order to obtain useful knowledge of material parameter values. Since the application of the hierarchical algorithm does not entail the use of actual measurements, such predictions can be made at the early stages of a project, even before the commencement of site activities.
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1. Introduction

The combination of various geologic, chemical, physical and environmental processes has made soil a material that has high variability in mechanical properties. Such variability creates challenges to the design and analysis of geotechnical structures [31, 39, 42]. While knowledge pertaining to soil properties can be obtained from laboratory tests on soil samples, other strategies that involve machine learning and utilization of big data have also been proposed [20, 43, 47]. One of the alternative strategies for gaining knowledge of soil properties is through measurement of behaviour and back analysis. A back analysis, which is synonymous with system identification or model updating, is performed using measured field responses to obtain knowledge pertaining to material parameter values [8, 14, 15, 16, 41, 45, 51, 52, 57, 58], from which engineers can make informed decisions and achieve better designs.

In an excavation project, the measurements typically consist of inclinometer readings that capture the retaining wall deflections, as well as survey data from the movement of ground settlement markers. Due to variations in natural ground conditions that are encountered at almost all sites, the inclinometers and ground settlement markers are usually installed at multiple locations within the excavation site. Depending on the scale of the project, the measurement data collected can be quite voluminous. For the purpose of back analyses, the engineers will usually make use of data from only a selected number of instruments, in order to keep the computational effort to a manageable level. The extra data that are collected but not used serve as redundancies or back-up information in the event of sensor break-down or malfunction, which are quite common occurrences. In this regard, a trade-off may be necessary when field response measurements need to be selected for a back analysis. This involves the consideration of two issues.

First, the data measured at several locations of an engineering structure do not necessarily provide the same knowledge pertaining to the material parameter values [32] and therefore,
field response measurements of multiple sensors are usually involved in a back analysis. However, mutual information about the material parameter values can also exist among measurement data from various sensors. Mutual information occurs when the knowledge about the material parameter values obtained using the data of one sensor is similar to that obtained using the data of another sensor. As a result, one sensor is considered to be redundant for a back analysis because it provides limited improved knowledge of material parameter values. This has led to the second issue, which is that the inclusion of more measurement data does not necessarily lead to proportionate gains in knowledge of material parameter values [4, 16]. In the worst case, it can lead to less effective identification of material parameter values [12]. Hence, the proper selection and adoption of field response measurements collected at appropriate inclinometer locations is important to obtain the maximum useful information of material parameter values from back analysis.

Previous work on excavation back analysis either utilised as much measurement data as was available [16, 18, 49] or considered only selected measurement data based on engineering judgement [14, 41, 45, 56]. In many cases, wall deflections measured at the middle section of an excavation are usually chosen because these magnitudes are typically the largest and are best approximated by plane strain condition. If wall deflections measured at several locations are used simultaneously, most studies do not use data from more than one inclinometer located on the same side of the excavation [15, 41]. While this may be intended to reduce redundant information provided by the inclinometers, the selection of which data set to use does not appear to be based on any quantitative approach. To date, no systematic method has been proposed to provide guidance on the optimal selection of excavation measurement data from multiple inclinometer readings for excavation back analysis.

In the present study, a hierarchical algorithm based on a joint-entropy objective function is adopted to systematically evaluate the information provided by field response measurement...
It is worth mentioning that the knowledge of material parameter values and excavation behaviour is defined loosely in this introductory section. In the later part of this paper, specific aspects of the back analysis results will be selected to represent the knowledge of material parameter values and excavation behaviour.

Papadimitriou et al. [32] originally introduced information entropy from information theory as a sensor-placement objective function in the field of structural identification. Information entropy can be either minimized in posterior model-parameter distributions [33] or maximized in model-population prediction [40]. Most work uses greedy algorithms to reduce the computation time of the optimization task, such as [21] among many others.

As suboptimal solutions may be obtained if the mutual information is not properly taken into account in the optimization phase [54], Papadopoulou et al. [35] introduced a hierarchical algorithm based on a joint-entropy objective function that explicitly evaluates the mutual information between sensors. While it was originally implemented for the study of wind predictions around buildings, this algorithm has been successfully modified and implemented to civil engineering applications such as water-pipe leak detection [28] and bridge engineering [4]. Other than the hierarchical algorithm, some studies investigated optimal measurement systems using the value of the information collected through utility theory [36], value of information [26] and multi-criteria decision analysis framework [6].

The selection of potential field response measurements using the hierarchical algorithm does not entail the use of any actual measurements from the field excavation. Therefore, such an exercise can be carried out at an early stage of the project to help identify useful measurements for back analysis. An excavation case history in Singapore is used to illustrate the effectiveness of the methodology. Eight inclinometers were installed for the excavation, each measuring wall deflections at 1 m interval from ground level to the toe of the wall. The hierarchical algorithm is first used to rank the inclinometers based on the expected information represented by the
value of joint-entropy. For comparison with the hierarchical algorithm’s ranking, back analyses of the excavation are then carried out to examine how the use of selected wall deflection measurements from various combinations of single and multiple inclinometers affect the performance of the parameter identification process. Both the back analysis and the hierarchical algorithm produce similar inclinometer rankings, which suggests that the latter method can serve as a tool to select useful field response measurements that lead to the best information prior to a back analysis.

The hierarchical algorithm is formulated based on a recent population-based data-interpretation approach known as error-domain model falsification (EDMF) [12]. Due to the large number of simulations required, the response surface method is adopted to facilitate the computations of both the hierarchical algorithm and the back analyses. The response surfaces are used to replace the 2D finite element models of the excavation. However, as will be shown later in Figure 4, some inclinometers are located near to excavation corners and therefore, the 2D model may not be adequate. The approach proposed by Wang et al. [51] to quantify three-dimensional excavation effects is then adopted to facilitate the analyses of these inclinometers. More details regarding the two techniques will be provided in the later part of this paper.

2. Methodologies

2.1. Error-domain model falsification

This method was developed based on the assertion of Sir Karl Popper in *The Logic of Scientific Discovery* [34] that models cannot be fully validated by data and that they can only be falsified. In the context of EDMF, a model, e.g. a FEM model, is first constructed to represent the studied engineering structure. Then, the analysis proceeds to the generation of an initial population of material parameter value sets. This initial population of material parameter value sets, referred as “instances/model instances” in the subsequent parts of this paper, are inputs of the FEM
A plausible physics-based model defined by \( n_\theta \) parameter values and a model class \( G_k \) can be identified using field response measurements. In the context of an excavation problem, a retaining wall deflection profile taken by an inclinometer at \( n_y \) number of measurement locations is often adopted in the identification process. Let \( R_i \) and \( \hat{y}_i \) denote the real response and the measured response respectively at location \( i \in \{1, \ldots, n_v\} \). Predictions \( g_{i,k}(\Theta'_k) \) of the model class at location \( i \) can be obtained using values for \( \Theta'_k \) which correspond to the true parameter values. Modelling uncertainties arising from model simplifications/omissions and measurement uncertainties are expressed as \( U_{i,g_k} \) and \( U_{i,\hat{y}} \) respectively at location \( i \). The mathematical relationship between these quantities is given in Eq. (1):

\[
 g_{i,k}(\Theta'_k) + U_{i,g_k} = R_i = \hat{y}_i + U_{i,\hat{y}} \quad \forall i \in \{1, \ldots, n_y\}
\]  

Upon rearrangement, Eq. (2) is obtained:

\[
 g_{i,k}(\Theta'_k) - \hat{y}_i = U_{i,ck}
\]
where $U_{i,ck}$ is a random variable representing the difference between the measurement uncertainty $U_{i,ŷ}$ and the modelling uncertainty $U_{i,gk}$ at location $i$. The left term of Eq. (2) is typically called the residual $r_i$, which represents the difference between the model prediction and the measurement at location $i$. The implementation of EDMF starts with the generation of $n_Ω$ model instances $Ω_k = \{Ω_{k,m}, m = 1, \ldots, n_Ω\}$. Threshold bounds are then defined by computing the narrowest interval $\{u_{ik,low}, u_{ik,high}\}$ that represents a probability equal to $\mathcal{O}_d^{1/n_v}$ for the combined PDFs $f_{U_{i,ck}}(u_{i,ck})$ at each measurement location $i$. This computation is performed using the following equation:

$$
\mathcal{O}_d^{1/n_v} = \int_{u_{ik,low}}^{u_{ik,high}} f_{u_{i,ck}}(u_{i,ck}) du_{i,ck} \quad \forall i \in \{1, \ldots, n_v\}
$$

The combined PDFs $f_{U_{i,ck}}(u_{i,ck})$ at each measurement location $i$ is obtained using numerical sampling [12]. Error samples are drawn from several uncertainty probability density functions and then added together. A value of 0.95 for the confidence level $\mathcal{O}_d \in [0, 1]$ is commonly employed. The confidence level $\mathcal{O}_d$ is adjusted using the Šidák correction [44] to take into account the fact that $n_v$ measurements are used simultaneously. For example, assuming that there are two measurement locations, each of which is associated with an uncertainty that is normally distributed with a mean of 0 and a standard deviation of 1, the adjusted confidence level at each measurement location is $0.95^{1/2} = 0.9747$. Therefore, the $u_{ik,low}$ and $u_{ik,high}$ at each measurement location bound the PDF of the uncertainty distribution with an area of 0.9747. Uniform probability distributions are then assigned to the lower and upper bounds calculated to create a hyper-rectangular acceptance region. Under this scheme, the value of the correlation between measurement locations is no longer needed, which is particularly important because
Falsification is then performed according to the following equation:

\[
\Omega' = \{ \Theta_k \in \Omega_k \mid \forall i \in \{1, \ldots, n_v\} \ u_{ik,\text{low}} \leq g_{i,k}(\Theta_k) - \hat{y}_i \leq u_{ik,\text{high}} \} \tag{4}
\]

An instance \(\Theta^*_k\) of a model class \(G_k\) is a candidate if for each measurement location \(i \in \{1, \ldots, n_v\}\), the residual \(r_i\) value falls inside the threshold bounds derived from Eq. (3). The candidate set (CMS), \(\Omega'_k\), is then made up of all model instances that have not been falsified. A uniform probability distribution is assigned to all model instances that belong to the CMS because it is often difficult to justify a more sophisticated distribution in practical situations. Details of EDMF implementation on a multi-stage excavation problem can be found in [50, 51, 52].

2.2. Hierarchical algorithm

2.2.1. Original implementation [35]

Papadopoulou et al. [35] introduced a hierarchical algorithm based on a joint-entropy objective function that explicitly evaluates the mutual information between sensors. Information entropy from information theory is the “amount of information” contained in a variable or an event. In the current analysis, the event is the back analysis while the information is the knowledge of the material parameter values and the excavation behaviour. Section 5 will provide a detailed definition of “knowledge” in the current study.

The hierarchical algorithm involves several steps. A FEM model is first constructed, which is used to generate the predictions at each sensor location corresponding to an input population of material parameter combinations. A total of 1000 material parameter combinations is used in the present study, these being generated using the Latin Hypercube sampling technique. It is also necessary to estimate the modelling uncertainties and instrumentation errors associated

With this problem. Using the FE predicted datasets and the quantified uncertainties, the expected gain in knowledge about the material parameter values, represented as information entropy, is evaluated.

1) **Generation of model-instance predictions**

- Model-instance prediction $g_{i,k}$ (refer to Section 2.1)
- Uncertainty quantification $U_{i,ck} \sim N(\mu_{i,k}, \sigma_{i,k})$
- $y_{i,j}$ are then sorted for the processing in next step. An example with three model-instances predictions is shown below.

2) **Processing of model-instance predictions**

- A series of bands, $W_{i,j}$, of constant width equal to $(4 \times \text{mean}(\sigma_{i,k}))$ is created and superimposed to the model-instance predictions generated in the previous step.
- Model-instance predictions in each band are then counted as $m_{i,j}$, where there are $j$ bands.
- With reference to the example, $m_{i,1} = 2$, $m_{i,2} = 0$ and $m_{i,3} = 1$.

3) **Entropy evaluation**

- Information entropy evaluation using Eq. (5): $H(y) = -\sum_{j=1}^{N_{i}} P(y_{i,j}) \log_2 P(y_{i,j})$, where $P(y_{i,j}) = m_{i,j}/\sum m_{i,j}$

Figure 1 An illustration on the procedures of the hierarchical algorithm.

With reference to Figure 1, at each sensor location $i$, prediction datasets generated from the FE analyses are first generated. This is shown in step 1) in Figure 1. Then, a series of bands are generated based on the combined uncertainties in Eq. (2). The width of each band is constant and is proportional to the difference between the lower and upper threshold bounds computed by Eq. (3). This is shown in step 2) in Figure 1. In the next step, for each sensor location $i$, the probability that the model-instance prediction falls inside the $j^{th}$ band, denoted as $P(y_{i,j})$, equals to $m_{i,j}/\sum m_{i,j}$, where $m_{i,j}$ is the count of model instances inside the $j^{th}$ band. The information entropy $H(y_{i})$ can then be evaluated using Eq. (5).
\[ H(y_i) = \sum_{j=1}^{N_i} P(y_{ij}) \log_2 P(y_{ij}) \]  

When more than one sensor is present in a measurement system, there is likely to be some redundancy of information gain between sensors, also known as mutual information. To explicitly account for mutual information, Papadopoulou et al. [35] proposed joint entropy as a new objective function to quantify the redundancy of information gain between sensors. The joint entropy \( H(y_{i,i+1}) \) assesses the information entropy between sets of predictions, such as between two sensors, which allows the consideration of redundancy of information gain between sensors. For a set of two sensors, the joint entropy is defined using Eq. (6), where \( P(y_{i,j}, y_{i+1,k}) \) is the joint probability that a model instance falls inside the \( j^{th} \) band at the sensor location \( i \), and the \( k^{th} \) band at sensor location \( i+1, k \in \{1, \ldots, N_{i,i+1}\} \), \( N_{i,i+1} \) is the maximum number of prediction band at the sensor location \( i+1 \) and \( i+1 \in \{1, \ldots, n_s\} \) with the total number of sensor locations \( n_s \).

\[ H(y_{i,i+1}) = -\sum_{k=1}^{N_{i,i+1}} \sum_{j=1}^{N_{i,i}} P(y_{i,j}, y_{i+1,k}) \log_2 P(y_{i,j}, y_{i+1,k}) \]  

The joint entropy is less than or equal to the sum of the individual information entropies of multiple sets of predictions. Eq. (7) shows the joint entropy of two sensors, where \( I(y_{i,i+1}) \) is the mutual information between sensor \( i \) and \( i+1 \).

\[ H(y_{i,i+1}) = H(y_i) + H(y_{i+1}) - I(y_{i,i+1}) \]
The hierarchical algorithm is a greedy search sequential algorithm [35] that selects sensors iteratively, in which the sensors previously selected are not re-evaluated during subsequent selections. At each iteration, the hierarchical algorithm re-evaluates only the joint-entropy objective function of the remaining sensors and chooses the one that maximises the joint entropy. The algorithm stops when all sensors are selected, providing a ranking of the sensors and an evaluation of the incremental information gain associated with each sensor.

2.2.2. Adaptation to excavation back analysis

In the current work, lateral wall deflections measured by inclinometers are examined. An inclinometer, installed at a designated location, typically measures the lateral deflections at every 1 m interval from the toe to the top of the retaining wall. As such, an inclinometer produces a set of readings at multiple depths. As excavations usually involve multiple stages, such a set of readings is recorded for every excavation stage. For the remainder of this paper, “inclinometer location” refers to the location at which the inclinometer is placed while “measurement” refers to the survey point reading at a depth and an excavation stage within each inclinometer-measured deflection profile. For example, a 10 m long inclinometer produces 40 measurements over 4 excavation stages.

As a simplification, the upper and lower threshold bounds are calculated based on the average values of the combined uncertainties and instrumentation errors. Figure 1 shows a simple example to illustrate this simplification. Three model instances with their corresponding values of $y_{i1}$, $y_{i2}$, and $y_{i3}$ at location $i$ are shown. Three bands, the width of which, denoted as $W_{i,j}$, is calculated using Eq. (3) by adopting the average uncertainties of the three model instances. The information entropy can then be calculated using $P(y_{ij}) = m_{ij}/\sum m_{ij}$ and Eq. (5) with $m_{i1} = 2$, $m_{i2} = 0$ and $m_{i3} = 1$. 

The objectives of the analysis using the hierarchical algorithm are twofold. These are (i) the identification of the measurements within a selected inclinometer, or grouping of two or more inclinometers, that contribute to the information gain, and (ii) the identification of the inclinometers, either single or in groups, that provide the most information gain. To do so, the implementation of the hierarchical algorithm in this paper involves two steps, which will be explained with the aid of Figure 2.

Step 1: The hierarchical algorithm is applied to all the measurements along a selected inclinometer. Joint entropies are first calculated using Eq. (5) for individual measurements, from which the measurements can be ranked in terms of the useful information yielded. Data point A in Figure 2 shows that the highest entropy value of 1.7 is computed among the individual measurements along the inclinometer. The particular measurement yielding the highest entropy is then adopted for subsequent joint entropy calculations involving...

two or more measurements. Point B shows that, by combining the data from the highest entropy measurement with any other measurement along the inclinometer, the computed highest joint entropy using Eq. (6) for a grouping of two measurements is 2.6. When considering a grouping of three measurements that include the two measurements associated with data point B of Figure 2, the computed highest joint entropy is 3.4, as represented by Point C. Such a ‘greedy search’ technique can be extended to calculate the highest joint entropies associated with groupings of four or more measurements, as shown on Figure 2 for groupings of up to 12 measurements along the inclinometer. Figure 2 shows that the computed joint entropy increases with the number of measurements, albeit at a decreasing rate, such that it converges to a maximum value \(H_{\text{max}}\) after 6 measurements are used. The value \(H_{\text{max}}\) can be considered as a performance indicator which represents the maximum expected information gain achievable by the measurements along the selected inclinometer.

Step 2: The procedure outlined in Step 1 is repeated to compute the joint entropy response of all the inclinometers at the site. Besides considering individual inclinometers, the joint entropies are also evaluated for combined measurements obtained using groupings of two or more inclinometers. Hence, similar plots as that shown on Figure 2 can be generated for all other individual inclinometers, as well as groupings of two or more inclinometers. The joint entropy results from these analyses are used to rank the performance of the inclinometers and inclinometer groupings.

In summary, the information entropy, which measures the disorder in information content, evaluates the variability of model-instance predictions at measurement locations. A large entropy value corresponds to a high variability of model-instance predictions. Based on Eqs. (5) and (6), measurement location associated with a high variability of model-instance predictions is expected to falsify more model instances. This is in line with the concept of
model falsification wherein field measurement data that falsifies more model instances provide more information pertaining to material parameter values. Therefore, the information entropy provides a metric that can probabilistically quantify the performance of the model falsification exercise. By maximising the value of entropy, the hierarchical algorithm can identify the measurement data that provides the most information about the material parameter values.

Figure 3 Proposed framework for geotechnical back analysis with systematic measurement selection algorithm.

Figure 3 shows how the methodologies in this section are integrated into a geotechnical back analysis. Before performing the back analysis with actual field measurement data, the hierarchical algorithm is first employed to identify field response measurements that maximise

The expected information gain, which will then be used to perform the back analysis. The framework described will be applied on an excavation case study in the following section.

### 3. Excavation Case Study

The geotechnical finite-element software package Plaxis 2D [5] and Plaxis 3D [3] are used to model the excavation and compute the wall deflection response. Deterministic finite element analysis that assumes homogenised properties within each soil layer is adopted. Although such an analysis does not consider the spatial variabilities of material properties, the use of a population-based data-interpretation methodology in the current study can account for, to some degree, the inherent variabilities of the material properties.

The excavation is approximately 60 m in length, 40 m in width and 10 m in depth. The support system of the excavation includes diaphragm walls, soldier pile walls, toe pins and two layers of steel struts and waler beams. Figure 4 shows the 3D finite-element model of this project.

![Figure 4 3D finite-element model of the excavation case study (with locations of all inclinometers shown).](image-url)
The 800 mm thick diaphragm walls are modelled as elastic plate members with the presence of construction joints between the panels captured by releasing the rotational stiffness between the plates [7, 14, 55]. The toe pins and the soldier pile walls, as a simplification, are smeared and modelled as elastic plate members with equivalent properties. Struts and waler beams are modelled as node-to-node anchors and beam elements respectively. Interface elements with zero thickness [5] is used to model the soil-wall interactions. The properties of all structural elements are listed in Table 1.

### Table 1 Properties of structural elements involved in the excavation case history (underlined cell indicates the initial range of the identified parameter).

<table>
<thead>
<tr>
<th></th>
<th>Diaphragm Walls</th>
<th>Toe Pins</th>
<th>Soldier Pile Walls</th>
<th>Concrete Waler Beams Type 1/2/3</th>
<th>Steel Waler Beams Type 1/2</th>
<th>Struts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (m)</td>
<td>0.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$EA$ (kN)</td>
<td>2.0E7</td>
<td>18E6</td>
<td>-</td>
<td>1.7E7/3.2E7/2.48E7</td>
<td>4.0E6/1.3E7</td>
<td>8.0E6</td>
</tr>
<tr>
<td>$EI$ (kNm²)</td>
<td>1.1E6</td>
<td>11E3</td>
<td>(3000-10000)</td>
<td>7.0E5/2.1E6/1.3E6</td>
<td>2.6E5/8.8E5</td>
<td>-</td>
</tr>
<tr>
<td>Lspacing (m)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10</td>
</tr>
</tbody>
</table>

Six boreholes were drilled at this site, which is situated on the Bukit Timah Granite formation. The borelogs from the six boreholes were interpreted to obtain the following geological stratigraphy. The top layer, which is roughly 3 m thick, contains mostly sandy silt and man-made backfill materials. It is underlain by a 10 to 13 m thick residual soil layer of sandy silt, denoted as G(VI), across most parts of the project site. The granitic rock layer G(III) is present at approximately 15 m below the ground surface. On the eastern half of the project site, there is also a 5 m thick layer of coarse sand sandwiched between the G(VI) sandy silt and G(III) granitic rock. In addition, the soil investigation report indicates that a pocket of medium to coarse gravels is present at a localised area near the centre of the pit. The fill layer and the gravels are described using the Mohr-Coulomb model while the rock layer is described using the Hoek-Brown model.
Other soil layers are simulated using the Hardening Soil with Small Strain Stiffness (HS Small) model [2]. This excavation generally shows low deflection magnitudes and thus, the capture of the higher stiffness at low strain levels is important for realistic wall-deflection predictions. Many studies [25, 30, 53] have highlighted the importance of small strain stiffness in excavation analyses.

Table 2 Properties of geological materials involved in the excavation case history (underlined cell indicates the initial range of the identified parameter).

<table>
<thead>
<tr>
<th>Property</th>
<th>Fill</th>
<th>Gravel</th>
<th>Sandy Silt</th>
<th>Residual Soil</th>
<th>Coarse Sand</th>
<th>Rock</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ (MPa)</td>
<td></td>
<td>(3-20)</td>
<td>40</td>
<td>-</td>
<td>-</td>
<td>2.5E3</td>
</tr>
<tr>
<td>$E_{50}^{ref}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>(5-50)</td>
<td>2.5E3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$E_{50}^{ref}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>1.0 * $E_{50}^{ref}$</td>
<td>1.0 * $E_{50}^{ref}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$E_{ur}^{ref}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>3.0 * $E_{50}^{ref}$</td>
<td>3.0 * $E_{50}^{ref}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$m$</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$c'$ (kPa)</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\phi'$ (o)</td>
<td>25</td>
<td>40</td>
<td>28</td>
<td>35</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\psi$ (o)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$Y_0,0$</td>
<td>-</td>
<td>-</td>
<td>0.0001</td>
<td>0.0001</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$C_{90}^{ref}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>2 * $E_{ur}^{ref}$</td>
<td>2 * $E_{ur}^{ref}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$p_{ref}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>100</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\sigma_{ci}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>80</td>
<td>-</td>
</tr>
<tr>
<td>$m$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>32.7</td>
<td>-</td>
</tr>
<tr>
<td>GSI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>65</td>
<td>-</td>
</tr>
<tr>
<td>D</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
<td>-</td>
</tr>
<tr>
<td>$R_{inter}$</td>
<td>0.7</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
<td>0.75</td>
<td>-</td>
</tr>
</tbody>
</table>

Based on the laboratory test results of similar ground conditions, information pertaining to the strength parameters can be obtained, and the derived values are consistent with the representative parameter values reported for the Bukit Timah formation [39, 42]. However, the published laboratory tests provided very limited information related to the soil moduli, and this has provided the motivation for selecting the soil moduli as the parameters to be identified in the back analysis exercise. The material parameter values in the current study are listed in Table 2, except for the underlined cells which indicate the parameter values to be identified.
In the present study, two 2D finite-element models representing the east-to-west section and north-to-south section are built. The east-to-west model is used to simulate the behaviour of the diaphragm walls at the locations of inclinometers 3, 4, 5, 8, 9 and 10 while the north-to-south model is used to simulate the behaviour of the walls at the locations of inclinometers 2 and 6. Inclinometers 1 and 7 are excluded in the present study because they were reset in the field midway during the excavation activities. Figure 5 shows the two 2D finite-element models with the pertinent geological features, excavation support system and boundary conditions.

In this study, four parameters are selected for the identification exercise following a preliminary sensitivity analysis. These are (a) the Young’s modulus $E$ of the fill layer, (b) the reference Young’s modulus $E_{50}^{ref}$ of the G(VI) sandy silt layer, (c) the reference Young’s modulus $E_{50}^{ref}$ of the coarse sand layer and (d) the equivalent flexural rigidity $EI$ of the smeared...

Soldier pile walls. Reasonable ranges of these parameter values at the start of the identification process, as indicated in the underlined cells of Tables 1 and 2, are estimated based on engineering judgement and local experience. Other Hardening Soil model reference moduli, such as $E_{oed}^{ref}$, $E_{ur}^{ref}$, and $G_0^{ref}$, of the sandy silt and coarse sand layers are indirectly considered in the identification process via correlations to $E_{50}^{ref}$, as shown in the tables. Representative values for the Bukit Timah formation [39, 42] are assigned to soil parameters that are not involved in the identification. The initial water table is 2 m below the ground level.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Simplified Excavation Activities</th>
<th>Duration (days)</th>
<th>Calculation Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0A</td>
<td>Initial Condition</td>
<td>-</td>
<td>Gravity Loading</td>
</tr>
<tr>
<td>0B</td>
<td>Wall Installation</td>
<td>-</td>
<td>Plastic</td>
</tr>
<tr>
<td>1</td>
<td>Excavate below Strut layer 1</td>
<td>20</td>
<td>Fully coupled flow-deformation</td>
</tr>
<tr>
<td>2</td>
<td>Install Strut layer 1</td>
<td>45</td>
<td>Fully coupled flow-deformation</td>
</tr>
<tr>
<td>3</td>
<td>Excavate below Strut layer 2</td>
<td>20</td>
<td>Fully coupled flow-deformation</td>
</tr>
<tr>
<td>4</td>
<td>Install Strut layer 2 and Excavate to formation level</td>
<td>30</td>
<td>Fully coupled flow-deformation</td>
</tr>
</tbody>
</table>

The construction sequence modelled in the finite element analysis comprises 6 stages, as shown in Table 3. As the interpreted soil layers are inclined with varying thicknesses, the initial ground stresses in stage 0A are generated using the gravity turn-on approach. The diaphragm wall is ‘wished-in-place’ in stage 0B, assuming negligible installation effects. Fully coupled flow-deformation calculations [10] are performed to account for the combined effects of groundwater flow and time-dependent consolidation.

The computations of the hierarchical algorithm and the back analyses are carried out with the help of response surfaces, these being constructed using the Gaussian process regression model [38] with 136 samples of the four parameter values to be identified. The performance of the response surfaces are validated using an additional 50 samples of the four parameters that are

not involved in their construction. The validated response surfaces are used as surrogates of the 2D finite element models shown in Figure 5 to make wall deflection predictions.

Figure 4 shows that some inclinometers are located near the excavation corners. Due to corner constraint effects, the wall deflections at these locations may not be properly captured using the 2D plane strain models. In this regard, the approach proposed by Wang et al. [50] can be used to quantify three-dimensional effects so that inclinometers near to excavation corners can be analysed in an efficient and accurate manner. This technique quantifies and represents the three-dimensional effects as uncertainty error terms, which are then subtracted from the predictions made with the 2D finite element models to arrive at the equivalent 3D predictions. The concept of correcting 2D model predictions to account for three-dimensional effects has been commonly adopted in the literature [9, 17, 22, 29]. The strategy used in the current study has been successfully applied on a synthetic excavation example [49] and two full-scale multi-stage excavation case histories in Singapore [51, 52].

Table 4 lists the uncertainties involved in the analysis and their magnitudes. These uncertainty sources include inclinometer errors, 2D model simplification and errors arising from the use of response surfaces, among others. Uncertainties such as inclinometer errors and 2D model simplification can be quantified with reference to [8, 51], and these uncertainties vary across inclinometer locations and measurement points. The values shown in Table 4 are some selected values of such uncertainties.

<table>
<thead>
<tr>
<th>Uncertainty sources</th>
<th>Magnitudes</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclinometer uncertainties</td>
<td>±3.5mm</td>
<td></td>
</tr>
<tr>
<td>2D-model simplification</td>
<td>0.9mm - 2.3mm</td>
<td>Quantified using approach in</td>
</tr>
<tr>
<td>Response surface</td>
<td>±2.5mm</td>
<td></td>
</tr>
<tr>
<td>Mesh refinement</td>
<td>±5%</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>±5%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 Examples of uncertainties used in the study.
4. Measurement Selection with the Hierarchical Algorithm

4.1. Individual inclinometer

The current study involves four excavation stages at which parameter identification is performed. It is often useful, at an early or intermediate point in the excavation process, to predict the field responses of subsequent excavation stages. Hence, a back analysis can be performed after every excavation stage. In the subsequent part of the paper, the term ‘1st round of identification’ refers to the back analysis performed after excavation Stage 1, where wall deflection measurements of excavation stage 1 are used. Similarly, the term ‘4th round of identification’ refers to the back analysis performed after excavation Stage 4, where wall deflection measurements of excavation Stages 1 to 4 are used. Therefore, the eight inclinometers are analysed four times corresponding to the four rounds of identification.

Figure 6 shows the joint entropy of the eight inclinometers after each round of identification. The joint entropy refers to the converged value after sufficient measurements along the inclinometer have been adopted in the hierarchical algorithmic calculations, as shown in Figure
2. In the current study, the joint entropy value is the metric that represents the expected knowledge about the material parameter values the inclinometer can provide. Figure 6 shows that inclinometers provide little information during the first three rounds of identification. This is because wall deflection magnitudes are small in the early excavation stages and hence are relatively insensitive to variations in parameter values. As the excavation proceeds to the final excavation stage, the deflection magnitudes become larger and more inclinometers are able to provide useful information.

Based on the joint entropy evaluations after the 4th round of identification, the five inclinometers, ranked in the order of 4, 10, 5, 9 and 3, are deemed to provide useful information. Therefore, the subsequent analyses will utilize wall deflection measurements of only inclinometers 4, 10, 5, 9 and 3 from all four excavation stages (after the 4th round of identification) because only these inclinometers and the associated measurements can potentially provide useful information about the material parameter values.

The objective of the current work is to demonstrate the effectiveness of the hierarchical algorithm in selecting field response measurements that maximise the expected information about the material parameter values that can be obtained from a back analysis. This may be done through a comparison between the results of the hierarchical algorithm and the back analyses after the 4th round of identification.

For the selected individual inclinometers, Figure 7 (a) plots the convergence of joint entropy with the number of measurements after the 4th round of identification. In this study, there is a distinction between a ‘measurement’ and a ‘measurement point’. Each inclinometer contains between 11 to 15 measurement points that measure the lateral deflections at different depths to generate the wall deflection profile. As there are four stages in the excavation, each inclinometer will record four deflection profiles. This generates four measurements per
measurement point, or a total of between 44 to 60 measurements per inclinometer for back analysis during the 4th round of identification.

For the five inclinometers shown in Figure 7 (a), the individual joint entropies converge before all available measurements are included in the calculations, thus indicating that only a fraction of the 44 to 60 measurements recorded by each inclinometer is expected to provide useful information about the material parameter values. For example, only 8 measurements out of the 50 measurements recorded by inclinometer 4 provide useful information. Table 6 shows the information pertaining to these useful measurements for the selected five individual inclinometers. The numbers in the table indicate the depth the measurements are recorded. Studies related to the information provided by Table 6 will be presented in the later part of this paper.

Figure 7 Convergence of joint entropy with respect to measurements for selected inclinometers and inclinometer groupings.
Based on Figure 7(a), inclinometer 4 yields the highest joint entropy value, indicating that a back analysis that utilises measurement data of inclinometer 4 is likely to yield better knowledge about the material parameter values than the back analyses that utilise other individual inclinometers.

4.2. Joint entropy for inclinometer groupings

While the preceding section presents the expected information gain about the material parameter values when the selected inclinometers are used in a back analysis individually, the hierarchical algorithm is also able to analyse the expected information gain when combined measurement data of multiple inclinometers are utilised in the back analysis.

Table 5 Inclinometer groupings considered in the present study.

<table>
<thead>
<tr>
<th>Single inclinometer</th>
<th>Grouping of two inclinometers</th>
<th>Grouping of three inclinometers</th>
<th>Grouping of four inclinometers</th>
<th>Grouping of five inclinometers</th>
</tr>
</thead>
<tbody>
<tr>
<td>3; 4; 5; 9; 10</td>
<td>3&amp;4; 4&amp;5; 4&amp;9; 4&amp;10</td>
<td>3,4,&amp;10; 4,5&amp;10; 4,9&amp;10</td>
<td>3,4,5,&amp;10; 4,5,9&amp;10</td>
<td>3,4,5,9&amp;10</td>
</tr>
</tbody>
</table>

Table 6 Measurements that provide useful information (the numbers in the parenthesis indicate the depth the measurements are recorded).

<table>
<thead>
<tr>
<th>Inclinometer ID</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Stage 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1,2</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>1</td>
<td>2,4</td>
<td>1,2,3,4,5</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1,2,3</td>
</tr>
<tr>
<td>9</td>
<td>1,2,3,6</td>
<td>3,4,5,6</td>
<td>2,7,8,10</td>
<td>2,3,4,5,6,7,8,9,10,11,12,13,14</td>
</tr>
<tr>
<td>10</td>
<td>1,3,15</td>
<td>1,2,15</td>
<td>1,15</td>
<td>1,2,3,4,5,6,7</td>
</tr>
</tbody>
</table>

Table 5 summarises the 15 inclinometer groupings that are considered in the present study.

Using the greedy search approach in the hierarchical algorithm, it is not necessary to evaluate all possible combinations. For example, when groupings of two inclinometers are examined, inclinometer 4, which is the best individual inclinometer, is always included. Similarly, inclinometers 4 and 10, being the best grouping of two inclinometers (as will be shown in
Figure 7(b)), are always considered for the analysis that involves a grouping of three or more inclinometers.

Figures 7(b) to (d) plot the increase in the computed joint entropy values with the number of measurements associated with groupings of two to four inclinometers, after the 4th round of identification. As was noted earlier in Figure 7(a) for individual inclinometers, the joint entropy values calculated using measurements from the selected groupings of inclinometers also converge before all available measurements are taken into account. This again suggests that a significant fraction of the total measurements provide redundant information.

In Figure 7(b), the combination of inclinometers 4 and 10, which are the two ‘best’ inclinometers according to the converged joint entropy values of Figure 7(a), produces the largest joint-entropy value of approximately 3.5. In Figure 7(c), the grouping of inclinometers 4, 5 and 10, comprising the three ‘best’ individual inclinometers of Figure 7(a), provide the most information when measurements from three inclinometers are used simultaneously. Similarly, in Figure 7(d), the two cases involving four inclinometers (4, 5, 10 & 9; 4, 5, 10 & 3) yield similar joint-entropy values that are only marginally larger than the joint entropy value of the three-inclinometer grouping 4, 5 and 10.
Figure 8 plots the maximum joint entropy for different inclinometer groupings as a function of the number of inclinometers used. The individual joint entropy of inclinometer 4 is approximately 2.5. When two inclinometers are used, the joint entropy increases to 3.5 with the inclusion of inclinometer 10. However, when more inclinometers are considered, there are diminishing incremental gains in the joint entropy. Furthermore, when measurements from inclinometers 2, 6 or 8 (which are not useful inclinometers according to Figure 6) are included in the calculations, the computed value of joint entropy decreases. This demonstrates that it is not always favourable to include more field response measurement data.

Figure 8 Maximum joint entropy values of different groupings of inclinometers.

5. Back Analysis with Field Measurement Data

In this section, the performance of the hierarchical algorithm in identifying and ranking the useful inclinometers is checked against the results from back analyses utilizing actual field measurements from different individual and selected groupings of the eight inclinometers.
In the introductory section of this paper, it was mentioned that the information entropy measures the “amount of information” contained in an event, and this information was loosely defined as the knowledge of the material parameter values and excavation behaviour. In the subsequent discussions, this “knowledge” refers to three aspects of the back analysis results: (i) the percentage of falsified models following the concept of EDMF, (ii) the range of the identified material parameter values and (iii) the standard deviations of the predicted wall deflections.

The results of the back analyses are first interpreted in terms of the percentage of material parameter values falsified during the EDMF process. The larger the falsification percentage, the smaller is the identified candidate set, which translates into a “better” performance (in terms of information yield) of the particular individual or grouping of inclinometers from which the subset of field measurements is utilized in the back analysis. Hence, the use of the falsification percentage as a performance metric is reasonable and compatible with the approach adopted by [12]. Similarly, a smaller range of the identified material parameter values and a smaller standard deviation of the predicted wall deflections also translate into a “better” performance.

The back analyses are performed by first generating 20,000 initial samples of the four material parameters to be identified using the Latin Hypercube sampling technique, for which the corresponding wall deflection predictions are obtained using response surfaces derived from finite-element simulations. The error-domain model falsification (EDMF) method is then adopted to identify the parameter candidate sets by comparing the predicted wall deflections with field measurements. Different back analyses are performed by using field measurements from different individual and groupings of inclinometers, each of which will result in a different identified candidate set.

Following the above methodology, back analyses are performed using field measurements from individual inclinometer and groupings of two to five inclinometers, as listed in Table 5.
First, back analyses using all measurements obtained from either individual inclinometers or groupings of inclinometers are carried out. The results are interpreted in terms of percentage falsification for individual inclinometers or inclinometer groupings, which can then be compared with the rankings of inclinometers and inclinometer groupings presented in Section 4 using the hierarchical algorithm. Second, back analyses are performed using EDMF with only the selected measurement subsets, such as those measurements listed in Table 6, from individual inclinometers or inclinometer groupings.

5.1. Percentage of falsified models

5.1.1. Using all measurements from individual inclinometers and inclinometer groupings

Figure 9(a) shows the percentage of falsified models obtained by using field measurements from the individual inclinometers. The individual inclinometer that produces the highest percentage of falsified model is inclinometer 4, which may also be interpreted as the instrument yielding the most information about the material parameter values. This agrees with the assessment of the expected information gain obtained from the hierarchical algorithm discussed in Section 4. Both the back analyses and the hierarchical algorithm indicate that the next two best individual inclinometers are inclinometers 10 and 5; however, the back analysis shows that the use of measurements from inclinometer 5 produces a slightly higher percentage of falsified models compared to inclinometer 10, which is contrary to the joint entropy results of the hierarchical algorithm. For inclinometers 9 and 3, the results of the back analyses are in agreement with the hierarchical-algorithm results.

Figure 9(b) to (e) shows the percentage of falsified models using the field measurements associated with groupings of two or more inclinometers. Globally, the results of the back analyses, in terms of the inclinometer falsification performance, are in agreement with the joint
entropy calculations of the hierarchical algorithm. The grouping of inclinometers 4 and 10 yields the highest percentage of falsified models among all groupings of two inclinometers, which is consistent with the results of the hierarchical algorithm in Figure 7 (b). The rankings of the other three groupings of two inclinometers also agree well with that of the hierarchical algorithm. For groupings of three inclinometers, both the back analyses and the hierarchical algorithm show that the grouping of inclinometers 4, 5 and 10 yields the most information. The back analyses also show that the grouping of inclinometers 3, 4, 5, and 10 offers similar performance as the inclinometer grouping 4, 5, 9 and 10, which is consistent with the outcome using the hierarchical algorithm in Figure 7(d).

Figure 10 plots, for each grouping of inclinometers, the highest percentage of falsified models within that group. Both Figures 8 and 10 illustrates a possible adverse effect of including too much measurement data [12], as can be seen in the small drop in the value of joint entropy and
the percentage of falsified model instances. However, in contrast to Figure 8, which indicates that additional information can be gained with the inclusion of more data taken from up to five inclinometers (using the hierarchical algorithm), Figure 10 shows that no further information gain is achieved by using measurements from more than three inclinometers (from the back analysis exercise). This discrepancy is possibly due to the probabilistic nature of the hierarchical algorithm and simplifications adopted in the evaluation of the joint entropy (see Section 2.2).

Figure 10 Maximum percentage of falsified models for various inclinometer groupings.

5.1.2. Using only selected measurements from individual inclinometers and groupings

As indicated in Figure 7(a) to (d), not all measurements associated with each inclinometer deflection profile provide useful information. Therefore, the measurements that do not belong to the subset of measurements selected by the hierarchical algorithm are not considered to be “useful” for the back analysis. In the subsequent analysis, back analyses are performed using just this subset of measurements (Table 6) that are considered to be “useful” by the hierarchical
Figure 11 Percentage of falsified models of individual inclinometer and groupings of two to five inclinometers with all measurements or subsets of measurements.

Figure 11(a) compares the percentage of falsified models for the back analyses using the full sets versus the selected subsets of measurements from individual inclinometers. The dashed red bars correspond to results obtained using the subset of measurements, while the solid bars are the results obtained utilizing all measurements. The close agreement in the percentage of falsified models for each inclinometer imply that generally similar information is obtained...

Figure 11(b) to (e) compares the percentage of falsified models for the back analyses using the full sets versus the selected subsets of measurements by the hierarchical algorithm for groupings of two to five inclinometers. The analyses that use all measurements (indicated by solid bars) do not yield significant variations in the percentages of falsified models when compared with the analyses using subsets of measurements selected by the hierarchical algorithm (indicated by bars with dashed outlines). These observations corroborate the selection obtained using the hierarchical algorithm, and suggest that the hierarchical algorithm is effective in identifying the measurements that provide useful information about the parameter values in a back analysis.

Figure 12 Comparisons of identified values of small strain stiffness $G_0$ (MPa) of sandy silt using different individual and grouping of inclinometers with reference values reported in the literature [18, 24, 27, 48, 59].
5.2. Identified material parameter values

Given that the excavation in this case study exhibits fairly small deflection magnitudes (as will be shown in Figure 13) and that the sandy silt layer is the dominant geological material, the identified values of the small strain stiffness $G_0$ are chosen for subsequent discussions. As indicated in Table 2, the values of $G_0^{\text{ref}}$ are correlated to the values of $E_{50}^{\text{ref}}$ [1]. Values of $G_0$ can then be calculated based on the identified values of $G_0^{\text{ref}}$ and the effective minor principal stress extracted from the finite element analysis following the equation described in [3, 5].

Figure 12 compares the identified values of $G_0$ with values obtained from (i) correlations with SPT-N values [18, 24, 48] and (ii) geophysical tests on similar grounds [27, 59]. Multiple lines that correspond to the maximum and minimum values of $G_0$ identified using different field response measurements are shown in the figure. These values correspond to the candidates separately obtained from the back analyses using measurements of (i) inclinometer 4, (ii) grouping of inclinometers 4 and 10, (iii) grouping of inclinometers 4, 5 and 10, (iv) grouping of inclinometers 4, 5, 9 and 10, and (v) grouping of inclinometers 3, 4, 5, 9 and 10. These individual inclinometers and groupings of inclinometers are selected based on the results shown in Figure 8. The key observations are summarised as follows:

(i) The $G_0$ values calculated using correlations to in-situ SPT-N values [18, 24, 27, 48, 59] are reasonably bounded by the maximum and minimum values obtained from all the five back analyses using different combinations of the inclinometers. This comparison supports the claim that the back analyses carried out are reliable and have led to reasonable identification of the material parameter values.

(ii) The back analysis carried out using measurements of inclinometer 4 yields the widest bounds of $G_0$ values. While the use of combined measurements of inclinometers 4 and 10 effectively reduces the bounds of $G_0$ values obtained from the preceding case, the use of combined measurements of inclinometers 4, 5 and 10 further reduces the bounds of

G0 values. However, the reduction in the $G_0$ bounds achieved by inclinometers 4, 5 and 10 is less than the reduction achieved by inclinometers 4 and 10. Moreover, minor variations in the maximum and minimum values are observed when additional measurements from inclinometers 3 and 9 are included in the back analysis.

Observation (ii) implies that while improved knowledge about the material parameter values, in the form of a narrower bound, can be obtained by using more measurements in the back analyses, the improvement is not proportionate to the quantity of the measurements. Eventually, the information gain attains a plateau and therefore, the strategy to use as much measurement data as possible in the back analysis may not necessarily be effective in gaining the maximum knowledge about the parameter values. Such a conclusion is consistent with that drawn from Figures 8 and 10, which respectively show the improvements in joint entropy and percentage of falsified models diminish with the inclusion of additional measurement data.

5.3. Wall-deflection predictions

Figure 13 shows the wall deflection predictions at the locations of the five selected inclinometers (3, 4, 5, 9 and 10) made with material parameter values identified from the back analysis using combined measurements of inclinometers 4, 5 and 10, which yields the best knowledge of the material parameter values based on Figures 10 and 12. As explained in Section 2.1, EDMF is a population-based approach that identifies a population of candidate material parameter values. All candidate parameter values are then used to produce a population of wall deflection predictions. Both mean predictions and 95% confidence bounds are calculated based on this population of predictions and are shown in the Figure 13. Good agreement between measurements and predictions is observed for all five inclinometers, implying that the back analyses carried out are reliable and have led to reasonably accurate predictions of wall deflections.
Figure 13 Wall deflection predictions at locations of the five selected inclinometers made at excavation stage 4 with material parameter values identified using combined all measurements of inclinometers 4, 5 and 10.

Figure 14 shows the ‘averaged’ standard deviations of wall deflection predictions at the locations of the five selected inclinometers (3, 4, 5, 9 and 10) made at excavation stage 4 with material parameter values identified using combined measurements of several groupings of inclinometers. These ‘averaged’ standard deviations are obtained by evaluating the mean values of the standard deviations calculated for all the measurements and stages of the individual inclinometer-measured wall deflection profile. This is done in an attempt to evaluate the overall variability of the predicted wall deflections across all measurement points and excavation stages.
In general, the use of combined measurements of inclinometers 4, 5 and 10 leads to the lowest values of standard deviations for all five inclinometers, implying that the wall deflection predictions in this case are the most precise. In addition, the standard deviations obtained using combined measurements of inclinometers 4, 5, 9 and 10 and inclinometers 3, 4, 5, 9, 10 are very similar to the values obtained using combined measurements of inclinometers 4, 5 and 10. These observations again suggest that the gain in knowledge of the excavation behaviour, as manifested in the form of narrower bounds of the predicted wall deflections, diminishes with additional measurements utilized in the back analysis. The inclusion of additional measurements beyond a certain quantity may not confer any improvements on the performance predictions. These observations are consistent with those presented in Figures 8, 10 and 12.

Figure 14 Standard deviations of wall deflection predictions at locations of the five selected inclinometers made at excavation stage 4 with material parameter values identified using combined measurements of grouping of inclinometers. (unit: mm)

6. Implications on Back Analysis of Excavations

Based on the common practice of performing excavation analyses using plane strain assumptions [8, 14, 15, 41], the measurements from inclinometers 4 and 9 will typically be chosen for routine back analysis. Engineering heuristics also suggest that inclinometer 9, which
records the largest deflection magnitudes (Figure 13), is likely to be the most useful inclinometer for a back analysis. Although the results from both the hierarchical algorithm and the back analyses (Figures 7 and 9) support the selection of inclinometers 4 and 9 as good sensors in general, they also indicate that inclinometers 5 and 10 are better choices than inclinometer 9. Inclinometer 9, which mainly penetrates through the sandy silt layer only as shown in Figure 13, likely contains useful information pertaining primarily to this layer. As a result, the usefulness of the information gained from this inclinometer would be more limited. In contrast, inclinometers 4 and 5, which measure responses pertaining to multiple geological members and structural members as shown in Figure 13, can provide more diverse and useful information.

When combined measurements of multiple inclinometers are to be used for a back analysis, it is recommended to have inclinometers that are not located on the same side of the excavation. In Figures 7(b) and 9(b), the best two-inclinometer combinations are the groupings of inclinometers 4 and 10 followed by 4 and 9. In both cases, the two inclinometers are located on opposite sides of the excavation. When combined measurements of three inclinometers are to be used, the best grouping is inclinometers 4, 5 and 10, in which inclinometers 5 and 10 are located diagonally across the site.

Furthermore, engineering heuristics often suggest that the use of measurement data of one inclinometer is often insufficient for getting the best knowledge about the material parameter values. While the current study supports this statement, it also shows that the use of combined measurements of two inclinometers (e.g. inclinometers 4 and 9), which is the typical strategy adopted in the literature [8, 15, 41], is not necessarily the optimal choice as shown in Figures 7 and 9.

It may be surmised from the above observations that, while considerations pertaining to plane strain assumption and deflection magnitudes are important, it is recommended to take diversity

of information into consideration when selecting field response measurements for a back analysis. The above observations also suggest that, while a selection based on engineering heuristics (e.g. inclinometers 4 and 9) can yield reasonable results, the rational and systematic selection and adoption of field response measurements collected at appropriate sensor locations is able to provide a more robust strategy to ensure maximum useful information gain from a back analysis.

7. Limitations and Conclusions

The following limitations of the work are recognized:

The combined uncertainties used in the hierarchical algorithm are calculated as the mean values of the uncertainties associated with the 1000 model instances to reduce computational effort. Such a simplification may inevitably influence the computational results, which may explain some of the observed discrepancies between the results of the hierarchical algorithm and the back analysis.

In addition, the greedy-search strategy used by the hierarchical algorithm does not automatically lead to a global optimum of the joint entropy, particularly for small numbers of measurements. Given that the results of the hierarchical algorithm are largely in agreement with the results of the back analysis, these limitations are likely to have little impact.

Furthermore, Figure 9 suggests that limited knowledge of the material parameter values is obtained during the first three rounds of identification. In this case study, wall deflection magnitudes are small in the early excavation stages, and hence are relatively insensitive to variations in parameter values. Consequently, the inclinometer measurements at early excavation stages provide limited information. This is a limitation specific to the inherent nature of this case study. Nevertheless, both the back analysis and the hierarchical algorithm produce similar inclinometer ranking after the fourth round of identification. This observation

lends support to the conclusion that the hierarchical algorithm is effective in selecting measurement data that allows good and useful knowledge of material parameter values to be obtained from a back analysis.

A limited number of settlement markers were installed for the current case history. Unfortunately, they could not be used due to the erroneous readings that were recorded. Additional case histories that involve both wall deflections and ground settlement measurements should be considered in future studies to further substantiate the effectiveness of the hierarchical algorithm.

In summary, this paper examines the effectiveness of the hierarchical algorithm as a tool to systematically select measurement data to maximise the information gain from a back analysis of an excavation. The application of the hierarchical algorithm does not entail the use of any actual measurements from the field excavation, and therefore, such an exercise can be carried out at an early stage of the project to help identify potential inclinometer measurements for back analysis. The results have been corroborated using a back analysis performed on an excavation case history in Singapore. Specific conclusions are summarised as follows:

(i) A hierarchical algorithm that is formulated based on joint-entropy values leads to effective evaluation of the mutual and redundant knowledge of material parameter values. 

(ii) The hierarchical algorithm can serve as a tool for engineers to accurately identify and select measurements that provide the most useful knowledge of material parameter values in a back analysis exercise.

(iii) By comparing back analysis results using all inclinometer measurements and subsets of measurements, the performance of the hierarchical algorithm is validated using field response measurements.
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