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ABSTRACT 

In the literature, the plane-strain assumption usually forms the basis of inverse analyses of 

excavations, mainly due to the high computational cost of 3D analyses. In this paper, a 

procedure that quantifies three-dimensional effects of excavation is proposed. Such three-

dimensional effects are represented as an uncertainty term that corrects plane-strain-based 

predictions, thereby offering an alternative approach to perform 3D inverse analysis without 

excessive computations. The results of an inverse analysis performed on an excavation case 

history show that (i) the procedure is able to quantify three-dimensional effects reasonably well 

and (ii) improved predictions of excavation field responses can be obtained.  
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1. Introduction 

The ability to estimate the performance of retaining structures and ground response at different 

stages of a braced excavation is important in urban areas. Regardless of the methods used [5, 

18, 35], the accuracy of the predictions is significantly influenced by the input soil parameters, 

which can be determined from laboratory or field tests, prior engineering experience or inverse 

analysis. A good and robust inverse analysis should (i) identify reasonable soil parameter 

values and (ii) produce reasonable predictions of excavation field responses using the identified 

parameter values. 

The key components for effective implementation of inverse analyses include (a) a data 

interpretation methodology, (b) field measurement data, (c) a calculation model and (d) an 

optimisation technique. The residual minimisation approach [1, 6, 7, 9, 13, 14, 15, 21, 29], the 

maximum likelihood approach [11, 17, 19] and the Bayesian approach [16, 27] are data-

interpretation methodologies that are commonly employed in the literature. The first two are 

deterministic approaches since the output contains only one set of soil parameter values and 

associated predictions. The Bayesian approach is fully probabilistic and population-based; it 

returns a probability distribution of soil parameter values and predictions. However, it is 

computationally demanding compared with the deterministic approaches. 

In addition to the data interpretation methodology, the computational rigor and efficiency of 

the calculation model are equally important. In finite element analysis of excavations, the plane 

strain model, due to its simplicity and efficiency, is commonly adopted, which would inevitably 

confine the application of the inverse analysis to excavations whose lengths are much greater 

than the widths, with ground conditions that remain invariant along the length of excavation. 



However, even for many urban excavations for which the plane strain assumption breaks down, 

three-dimensional inverse analyses are not frequently performed due to the high computational 

resources required. One such example was reported by Hashash et al. [15], in which 3-D inverse 

analyses were performed using parallelised computations on multiple PCs.  

In inverse analysis, the use of a 2D model on a problem with three-dimensional effects could 

adversely affect the accuracy of the identified parameter values and predictions [1, 9], as corner 

constraints [20, 24] or any change of system stiffness along the excavation length may nullify 

the plane strain assumption. One approach to strike a balance between efficiency and accuracy 

of a 2D inverse analysis is to use a correction term that accounts for the omission of three-

dimensional effects in the plane-strain-based computations. The plane strain ratio (PSR) is one 

such correction that has been adopted in some studies [10, 24]. However, as the current version 

of the PSR approach only corrects for the single point within the excavation system that 

exhibits the maximum wall deflection, its application in an inverse analysis is somewhat 

limited. The efficacy of an inversion analysis is significantly dependent on the quantity and the 

quality of the information available, and hence it is desirable to utilize deflection measurements 

and modelling corrections at multiple wall depths and soil locations within the excavation 

system, not just at the point of maximum wall deflection [27]. 

The above issues are addressed in this paper. An approximate procedure to quantify three-

dimensional effects at multiple wall and soil measurement points within the excavation system 

is proposed. This procedure utilises both 3D and 2D models. The 3D analyses are performed 

to evaluate and quantify the three-dimensional effects, whereas the 2D model is used to perform 

the bulk computations of the inverse analysis. Both wall deflections and ground movements 

are considered in this procedure. The approximate quantification procedure requires only two 

3D simulations to quantify the three-dimensional effects associated with wall deflections 

and/or ground settlements at multiple measurement points. By incorporating the quantified 3D 



effects into the 2D model for any selected cross-section, the equivalent of a 3-D inverse analysis 

can be achieved by performing plain strain calculations for that cross-section. This makes 

predictions of excavation field responses at several cross sections of a project possible by 

performing 2D analysis with a consistent set of identified parameters. 

The 3D effect quantification procedure is used in conjunction with a recent data-interpretation 

methodology, error-domain model falsification (EDMF). This methodology is a population-

based approach that explicitly considers uncertainties involved in the system. This 

methodology has been applied and shown to be effective in bridge engineering [12], leak 

detection [23], wind simulation improvement [34], construction activities monitoring [33] and 

a hypothetical excavation [38]. Previous studies have demonstrated that this methodology is 

robust with respect to changes in correlations of modelling uncertainties [12]. This paper 

presents how this methodology has been adapted for interpreting measurements recorded from 

a single or multiple stages of a full-scale excavation, following which predictions of the wall 

deflections can be made for subsequent excavation stages at the same or different 2D sections 

using the identified soil parameters. 

 

2. Mathematical Background of EDMF 

Error-domain model falsification (EDMF), which aims to identify plausible physics-based 

models defined by nθ parameter values and a model class Gk using information provided by 

measurement data of field responses, was initially proposed by Goulet et al.[12].   

For each measurement location i ∈{1, …, nv} on the structure of interest, in which nv represents 

the number of measurement locations in a wall deflection profile or a ground settlement profile, 

Ri denotes the real response at location i and ŷi denotes the measured response at the same 

location, predictions gi,k (Θ'k) of the model class are derived at location xi by assigning Θ'k, 



which corresponds to the true parameter value, to the model class. A perfect model class is 

never achieved. Parameter uncertainty and model simplifications and omissions usually result 

in discrepancies between model predictions and the real problem that the model describes. 

Parameter uncertainty is addressed by parameterizing the important parameters, whereas model 

simplifications and omissions are represented mathematically as modelling uncertainties, 

denoted as Ui,gk at location i. In the current work, the modelling uncertainty refers specifically 

to the three-dimensional effects of excavation. In addition, Ui,ŷ represents measurement 

uncertainty at location i. Equation (1) can then be employed to estimate the true behaviour of 

the structure incorporating modelling uncertainty, measurement uncertainty, model predictions 

and measurements. 

gi,k(Θ'k)+ Ui,gk
= Ri= ŷi+ Ui,ŷ   ∀i∈{1,…,ny}                                                                          (1) 

Upon rearrangement, the following is obtained: 

gi,k(Θ'k)-ŷi=Ui,ck                                                                                                                      (2) 

where Ui,ck is a random variable representing the difference between the measurement 

uncertainty Ui,ŷ and the modelling uncertainty Ui,gk at location i.  

The left term of Eq. 2 represents the difference between model predictions and measurement 

data at location i. This term is typically called the residual ri. The probability density function 

(PDF) describing the modelling uncertainty in the model class fUi,gk(ui,gk) can be estimated and 

applied in the analysis. 

The implementation of EDMF starts with the definition of an initial model set, which contains 

nΩ  model instances Ωk = {Өk,m, m = 1,…, nΩ}. Threshold bounds are then defined by 

computing the interval {ui,low, ui,high} that represents a probability equal to Ød
1/nv  for the 



combined PDFs fUi,c(ui,c) at each measurement location i. This computation is performed by 

the following equation: 

Ød
1/nv =� fui,c �ui,c�dui,c   

ui,high 

ui,low 
 ∀i ∈{1,…,nv}                                                                          (3) 

A value of 0.95 for the confidence level Ød ∈ [0,1] is commonly employed. The confidence 

level Ød is adjusted using the Sidák correction to take into account the fact that nv measurement 

locations are simultaneously considered. Uniform probability distributions create a hyper-

rectangular acceptance region. Under this scheme, the value of the correlation between sensor 

locations is no longer needed, which is particularly important because it is often difficult to 

determine the correlation values between sensor locations. Goulet et al. [12] has shown that 

this scheme is conservative. Falsification is then performed according to the following equation: 

Ωk
'' ={ϴk ∈ Ωk| ∀i ∈{1,…,nv}  ui,low ≤ gi,k(ϴk)- ŷi ≤ ui,high}                                                          (4)                                              

where the candidate model set (CMS), Ωk′′, is made up of all model instances that have not been 

falsified. An instance Ө*k of a model class Gk is a candidate model if for each sensor location 

i ∈{1, …, nv}, the residual ri value falls inside the threshold bounds derived from Equation (3). 

All model instances that belong to the CMS are assigned a constant probability, as it is often 

difficult to justify a more sophisticated distribution in practical situations. 

In EDMF, predictions are made with all model instances of a candidate model set. In large-

scale, multi-staged excavations, predictions may be made for various aspects of the problem, 

with respect to either time or space. For example, at an early or intermediate point in the 

excavation process, it is often useful and desirable to predict the field responses of subsequent 

excavation stages. This approach is different from earlier applications of EDMF, such as bridge 

engineering, wherein predictions are typically made using the same model class Gk. By contrast, 

excavation configurations are not the same at different stages, and hence each stage of 



excavation has its associated model class. Accordingly, predictions for another excavation 

stage are made using a model class Gl that corresponds to that particular stage. Predictions at 

the same measurement location i of an excavation stage l, denoted as Qi,l, are expressed by 

Qi, l= gi,l�Өk
'' �+ Ui,cl      ∀i∈{1,…,ny}                                                                                               (5) 

where Ui,cl is a vector that represents the difference between Ui,y and Ui,gl of model class Gl at 

location i and Өk
'' ={Ө*k|Өk ∈ Ωk

'' } is the set of vectors containing parameter values in the CMS 

identified from model class Gk. 

 

3. Quantification of Three-Dimensional Effects of Excavation 

The practical implementation of EDMF for excavation problems will be presented in Section 

4. Before that, this section introduces the proposed procedure for quantifying the three-

dimensional effects of excavation, which is the single source of modelling uncertainties 

considered in this study. It should be noted that there are uncertainties arising from other 

sources, such as numerical discretization and the simplification of complex soil constitutive 

behaviour, which are difficult to quantify in a rigorous and systematic manner. Efforts have 

been made in this study to minimize the effects of such uncertainties through mesh convergence 

studies and the use of a more advanced constitutive model that can capture key features of 

realistic soil behaviour.      

Prior work regarding quantifying the three-dimensional effects of excavation is mainly based 

on comparisons between 2D and 3D finite element analysis [10, 24]. Given that all other factors 

remain the same, both studies reported that three-dimensional effects are more significant at 

later excavation stages, these being associated with larger wall deflection magnitudes. Arising 

from this conclusion, one may infer that three-dimensional effects depend on the magnitude of 

the wall deflections, from which it can be further surmised that soil properties are key factors 



influencing the magnitude of the three-dimensional effects. When all other factors remain the 

same, changes in input soil parameters will affect the computed wall deflections, which in turn 

affect the magnitudes of the three-dimensional effects. However, soil properties were not 

considered as variables for the parametric studies in both of the earlier works. In this section, 

a parametric study is performed to investigate the influence of soil properties on the three-

dimensional effects. 

 

3.1.The Finite Element Model 

A hypothetical excavation example is set up using the finite element software Plaxis 2D and 

3D [3, 4]. Figures 1 through 3 show the geometry and key dimensions of the 2D and 3D models 

for this hypothetical excavation. The 2D FEM model shown in Figure 2 represents the cross 

section at the centre of this hypothetical example. The ground conditions are representative of 

a typical geological profile in the Bukit Timah Granite formation of Singapore. The four layers, 

G(VI) to G(III), correspond to different grades of weathering of the parent granitic rock [28], 

with smaller numbers indicating stronger and less weathered material. The excavation 

comprises 5 stages in total, with stage 1 corresponding to the cantilever excavation phase and 

stage 5 corresponding to the excavation to final level. For simplicity, the struts are not pre-

loaded, and hence each strutting and its subsequent excavation phase can be combined into a 

single phase. For example, stage 2 incorporates the installation of the first layer of strut and the 

excavation to 7 m below ground level. Roller supports are assigned to the vertical boundaries 

in both the 3D and 2D models, with the soil domain extending up to 100 m behind the retaining 

walls. Both 2D and 3D models are fully fixed at the base, which is 30 m below the toe of the 

retaining wall. These settings comply with recommendations suggested in the literature [25]. 

Dewatering in the excavated zone is achieved through setting the soil clusters in the excavated 

zone as dry. Mesh convergence studies have been performed to arrive at an optimal mesh size.  



The walls and struts are modelled using elastic plate elements and node-to-node anchors, 

respectively. The soils are simulated using the Hardening Soil with Small Strain Stiffness (HS 

Small) model [2]. Preliminary sensitivity analyses indicate that the wall deflections and ground 

settlements are sensitive to the following soil parameters of the top two layers: the reference 

Young’s modulus E50
ref(MPa), Eoed

ref (MPa), Eur
ref(MPa), the reference small-strain shear modulus 

G0
ref(MPa) and the over-consolidation ratio OCR, in addition to the overall System Stiffness 

(S), which is a dimensionless term defined by Clough and O’Rourke [5] to represent the overall 

stiffness of the supporting structures; S = EI/(ϒwh4), where EI refers to wall rigidity, h is the 

average vertical spacing between struts, and γw is the unit weight of water. Accordingly, these 

are selected as the variable parameters for the study of 3D effects. Tables 1 and 2 list the 

respective structural and soil properties used in the analyses, with the shaded cells indicating 

the range of values adopted for the selected variable parameters. The soil parameters that are 

not involved in the parametric study, such as cohesion and friction angle, are assigned 

representative values based on previous studies of local soils [28,30]. The soil response is 

modelled as undrained, using the ‘almost incompressible’ effective stress approach, also known 

as the Undrained Method A [36]. Since the configuration of the excavation is fixed, a change 

in the system stiffness S corresponds to a change in wall rigidity.  

From the range of parameters indicated in the shaded cells of Tables 1 and 2, 180 sets of 

parameter values are drawn using the Latin Hypercube Sampling technique for the parametric 

analysis [31]. A convergence study was performed, indicating that 180 samples are sufficient.  

For each set of parameters sampled, both 2D and 3D finite element analyses are performed to 

compute the wall deflections and ground settlements. It should be noted that for the general 

application of the EDMF technique to excavation problems, it is neither practical nor necessary 

to perform 180 three-dimensional finite element analyses. The large number of 3D analyses 

undertaken in this parametric study are performed for the purpose of validating the proposed 



method, to individually and rigorously quantify the three-dimensional effects corresponding to 

the 2D analysis for each parameter set. Based on the observed trends and results of this study, 

it will be shown later that the three-dimensional effects can be approximately quantified by 

performing just two 3D finite element analyses. 

 

3.2. Analysis of Results 

Both wall deflections and ground settlements are studied. For each excavation stage, 180 sets 

of computed wall deflections and ground settlements from both 2D and 3D analyses are 

compiled. Each set of wall deflections consists of 40 data points at depth intervals of 1 m. 

Ground settlements are monitored at 1-m intervals behind the retaining wall. With reference to 

Equation (1), gi,k(Өk), in this context, is the 2D computed wall deflection or ground settlement 

at monitoring location i, and Ui,gk
 refers specifically to the three-dimensional effects of 

excavation. In this study, the three-dimensional effects are quantified as the difference between 

the 2D computed wall deflection or ground settlement at monitoring location i and the 

corresponding 3D computed value at the same location for each of the 180 parameter sets.  

The black data points in Figures 4a-d plot the three-dimensional effects associated with wall 

deflections (=2DFE wall deflection - 3DFE wall deflection) versus the corresponding 2DFE wall 

deflections at selected monitoring depths of excavation stage 5. The black data points in Figure 

4e-h plot the three-dimensional effects associated with ground settlements (= 2DFE ground 

settlement - 3DFE ground settlement) versus the corresponding 2DFE ground settlements at 

selected monitoring locations of excavation stage 5. The data presented pertains to the middle 

section of the retaining wall, which is 25 m away from the corner. Two observations are made. 

First, strong linear trends are observed between the (2DFE - 3DFE) values and the corresponding 

2DFE data for both wall deflections and ground settlements. The red dashed line in each subplot 



of Figure 4 represents the best-fit correlation obtained using linear regression. Similar linear 

trends can be obtained when the 2DFE and 3DFE wall deflections and ground settlements at 

other monitoring locations are similarly processed and plotted. As shown in Figure 5, the 

average coefficient of determination (R2) values across all monitoring locations are 0.84 and 

0.87 for wall deflections and ground settlements, respectively. These findings strongly suggest 

that it is reasonable to use the best-fit linear correlations to make predictions for the (2DFE - 

3DFE) values using only the 2DFE data. This is further supported by Figures 6a and b, which 

plot the (2DFE -3DFE) data versus the predicted (2D-3D) values from the best-fit correlations 

for wall deflections and ground settlements, respectively, at all monitoring points across all 

excavation stages. It is observed that the data points cluster quite tightly around the 45° dashed 

line, thus indicating that the linear best-fit correlations are able to produce good predictions of 

the (2DFE - 3DFE) values.  

Second, for the 180 simulation cases, the computed (2DFE - 3DFE) data set at each wall depth 

and ground location can be approximated as a normal distribution, with a mean close to the 

predicted (2D-3D) value using the best-fit correlation derived at that monitoring point. Figure 

7 shows the histograms, co-plotted with the best-fit normal distributions, at selected monitoring 

locations of wall deflections and ground settlements at the final excavation stage. Note that the 

histogram data in Figure 7 are evaluated with respect to the best-fit lines, i.e., the values are 

calculated as (2DFE - 3DFE) – (2D-3D)predicted, thus resulting in a distribution with mean close 

to zero. An one-sample Kolmogorov-Smirnov test is performed to test the validity of the 

assumption of normality. Similar histograms can be plotted for all wall and ground monitoring 

locations at every excavation stage.   

These observations are also found to be valid for other wall sections. Therefore, for any wall 

section of interest, the (2D-3D) value at any depth can be estimated using the gradient and 



intercept corresponding to the linear best-fit relationship between the (2D-3D) and 2D data sets 

at that section. 

 

3.3. Proposed Procedure 

Based on the preceding results and discussion of Section 3.2, a simplified procedure that can 

approximately quantify three-dimensional effects, corresponding to the modelling uncertainty 

term Ui,gk of Equation 1, without having to perform a large number of 3D finite element 

analyses is proposed. It is predicated on the key observation that at each monitoring point, the 

results from a large population (in this case 180) of 2D and 3D analyses yield an approximately 

linear relationship between the (2DFE – 3DFE) wall deflection (or settlement) and the 

corresponding 2DFE value. The main steps in the procedure are the following:  

Step 1: Select two sets of parameter values that are representative of the lower and upper 

bounds of the parameter search space. Use these two sets of parameters to perform both 2D 

and 3D finite element analysis.   

Step 2: At any monitoring point of interest and for any excavation stage, the simulation 

results of Step 1 can be used to generate a plot consisting of two points showing the (2DFE 

- 3DFE) wall deflection (or settlement) versus the corresponding 2DFE quantity. With 

reference to the excavation example of Section 3.1, Figure 8a plots two such points showing 

the (2DFE - 3DFE) values versus the corresponding 2DFE wall deflection results at a depth 

of 15 m after the final excavation stage. The ‘diamond’ and ‘star’ data points are obtained 

from the lower and upper bound parameter sets, respectively. A straight line that connects 

these two points approximately represents the best-fit line previously shown in Figure 4c 

that was obtained using 180 simulations. This line is observed in Figure 8b, which is 

obtained by superposing the straight line of Figure 8a onto Figure 4c. 



Step 3: Given any wall deflection computed from a 2D analysis at the same monitoring 

location and excavation stage, the corresponding (2DFE - 3DFE) value can be linearly 

interpolated. For example, as shown in Figure 8c, when the 2DFE wall deflection is 25 mm, 

the interpolated (2D-3D) value is 9.5 mm.  

Step 4: This interpolated value is assigned as the mean of the (2D-3D) data distribution. 

The standard deviation of the distribution is calculated based on an average coefficient of 

variation of 0.13 computed using all the monitoring point data from the 180 parametric 

simulations of Section 3.1. Figure 8d shows the fitted normal distribution using this mean 

and standard deviation derived from the (2D-3D) data at this monitoring point. This normal 

distribution represents the modelling uncertainty associated with 3D effects, which is the 

Ui,gk term of Equation 1. 

Step 5: Repeat Steps 2 to 4 for all monitoring locations to obtain the modelling uncertainty 

term Ui,gk for all i from 1 to ny, following Equation 1. 

In Steps 1 and 2, the upper and lower bounds of the parameter search space are used to obtain 

the two data points that define the approximate best-fit line relating the (2DFE – 3DFE) values 

to the corresponding 2DFE values. Although only two points were used, the line thus obtained 

is able to predict (2D-3D) values that agree well with the corresponding (2DFE - 3DFE) values.  

This can be observed in Figure 9, which shows, for the hypothetical excavation example of this 

section, the plot of the predicted (2D-3D) values interpolated using the two-point best-fit line 

versus the (2DFE - 3DFE) deflection values obtained from the 180 two- and three-dimensional 

analyses at all monitoring points across all excavation stages. The trends in Figure 9 are highly 

similar to those in Figure 6, which are derived using the predicted (2D-3D) values from the 

best-fit correlation obtained using the (2DFE - 3DFE) data points from 180 2D/3D analyses. 

 



 

 

4. Case Study 

The proposed 3-D effect quantification procedure in Section 3.3, together with the EDMF data 

interpretation approach described in Section 2, is applied to a full-scale excavation case study. 

For comparison purpose, the same case study is also examined using two variations involving 

the inversion approach of residual minimization. Table 3 summarizes the strategies adopted in 

the three test cases. Case A involves using the EDMF approach with the uncertainty component 

at each measurement location represented using the (2D-3D) fitted normal distribution typical 

of that shown in Figure 8d. Case B adopts the residual minimisation approach, which 

incorporates the mean values of the (2D-3D) data at each measurement location, whereas Case 

C employs the residual minimisation approach without any consideration of 3D effects. The 

residual minimisation approach (Case B and Case C) used in the current study adopts an 

objective function similar to that reported by Finno and Calvello [9]. All three cases entail 

performing a large number of 2-D finite element analyses in which selected key parameters to 

be identified are systematically varied over the same search space. For Cases A and B, an 

additional 3D model is set up for the quantification of three-dimensional effects using the upper 

and lower bound material sets in the search space, following the procedure outlined in Section 

3.3. The performance of these three cases is then assessed in two manners. First, the ability to 

make predictions with respect to excavation stage is evaluated, which refers to the ability to 

make field response predictions for a specific excavation stage using only measurement data 

of one or more preceding excavation stages. Second, the ability to make predictions with 

respect to space is assessed, which refers to the ability of the approach using the identified 

parameters obtained from one 2D section to make field response predictions of another 2D 

section.  



 

 

4.1. Background 

This case study is an excavation project in Singapore, the plan and elevation views of which 

are shown on Figure 10. As observed in the elevation view, the wall height varies along the 

length of the excavation. Three-dimensional effects are expected in this project as changes in 

the ground topography, wall height and the number of strut layers will cause the system 

stiffness to vary along the length of the excavation. At its deepest point, the depth of excavation 

is 22 m below the top of the retaining wall. Three cross-sections, A-A, B-B and C-C, are 

examined in this study.  

Measurement errors associated with inclinometer readings are assumed to follow the trend 

reported by Mikkelsen [22], a linear increase with elevation from the toe to the top of the wall. 

Ground settlement markers are assigned an accuracy of ± 2 mm.  

 

 

 

4.2.The Finite Element Model 

Figure 11 shows the 3D finite element model of the excavation system containing Sections A-

A, B-B and C-C. Figure 12 shows the 2D finite element model of Section A-A. The project is 

sited on the Bukit Timah Granite formation, with ground conditions down to a depth of 50 m 

broadly divided into four layers, G(VI) to G(III), similar to those considered in the hypothetical 

example of Section 3. The soil profile at Section A-A is shown in Figure 13.  



This excavation is supported by a contiguous bored pile wall embedded to a maximum depth 

of 36 m. As indicated in Table 4, the excavation comprises 7 stages in total. As there is no pre-

loading of the struts, the strutting phase is merged with the excavation phase. Roller supports 

are assigned to the vertical boundaries in both the 3D and 2D models, with the soil domain 

extending more than three times the excavation depth behind the wall. Both 2D and 3D models 

are fully fixed at the lower boundary, which is located in the hard granitic rock layer. Mesh 

convergence studies have been performed to arrive at an optimal mesh size.   

The walls and struts are modelled using elastic plate elements and node-to-node anchors, 

respectively, with properties listed in Table 6. The EA value of the 4th level of struts (Strut 

Type 2) is greater than that of the first 3 layers of struts (Strut Type 1) because the vertical 

spacing between the 4th strut level and the final excavation level is much larger than the average 

vertical spacing between the first three levels of struts. In addition, the lateral rigidity of the 

wall is assigned as 10% of the vertical rigidity [8] to reflect the absence of any structural 

connections between the piles. An interface element with zero thickness [3, 4] is used to model 

the soil-wall interaction. Such an interface element adopts a strength\stiffness reduction factor 

applied to the soil element adjacent to the interfaces. The interface reduction factors used in 

the analysis can be found in Table 5.  

Following the hypothetical example of Section 3, the soil behaviour is described using the 

Hardening Soil with Small Strain Stiffness (HS Small) model and is simulated as undrained 

using the ‘almost incompressible’ effective stress approach, also known as Undrained Method 

A. 

Sensitivity analyses indicate that wall deflections and ground settlements are sensitive to the 

modulus parameters associated with the top two layers of soil. Within each layer, the various 

reference modulus E50
ref(MPa), Eoed

ref (MPa), Eur
ref(MPa),G0

ref(MPa) are assigned as parameters to 

be identified. Site-specific laboratory test results processed following the procedures of Surarak 



et al. [32] indicate that Eoed
ref (MPa) and Eur

ref(MPa) can be correlated with E50
ref, as indicated in 

Table 5. Using these correlations, the problem can be reduced to the identification of two 

parameters, namely, the E50
ref(MPa) values of the top two layers G(VI) and G(V). As indicated 

in the first row of Table 5, the initial 2-D search space for the E50
ref(MPa) parameter ranges from 

7 to 40 MPa in the G(VI) layer and 28 to 100 MPa in the G(V) layer. Within this search space, 

grid based sampling is utilized, in which the E50
ref(MPa) value of each layer is sampled with a 

fixed interval. The initial search space, which consists of 325 cases based on grid sampling, is 

shown in Figure 14a. 2-D finite element analyses are performed for all 325 combinations of 

the two-sample parameter sets. 

Modelling uncertainty, which is a key component of the EDMF approach, is considered by 

incorporating the probabilistic error distributions arising from the use of the 2D model (Figure 

12, Section A-A) as a simplification of the 3D problem shown in Figure 11. These error 

distributions are obtained through quantification of the 3D effects using the procedure outlined 

in Section 3.3, for which only two 3D analyses are performed using the finite element model 

shown in Figure 11.    

 

4.3. Identification and Prediction Framework 

The field measurements comprise wall deflection data recorded at inclinometer I69 and four 

ground settlement markers behind I69. Given the multi-stage nature of excavation activities, it 

is possible to perform parameter identification at intermediate stages in which measurement 

data are available and then adopt the identified parameters to predict the wall deflections at a 

later stage. In this study, parameter identification is performed at three stages of the excavation 

process, using the measurement data collected from Stages 5, 6 and 7. 



In the subsequent discussion, the term ‘1st round of identification’ refers to the prediction of 

wall deflections in stages 6 and 7 using the parameter values identified from the field 

measurement data from stage 5. The term ‘2nd round of identification’ refers to the prediction 

of wall deflections in stage 7 by adopting the parameter values identified using the combined 

field measurement data from stages 5 and 6. Finally, ‘3rd round of identification’ refers to the 

identification of material parameters using all field measurement data from stages 5, 6 and 7. 

The parameter values identified from the 3rd round of identification are then used to predict the 

field responses at other locations, in this case Sections B-B and C-C. 

 

4.4. Identification Results 

Figures 14a through f show the E50
ref(MPa) values of Cases A, B and C obtained after each 

round of identification. It is noted that there are many candidate models after the 1st round of 

identification (Figure 14b) and that the ranges of the acceptable parameter values are still quite 

wide for both the G(VI) and G(V) layers. This result is not unreasonable given that the 

measured wall deflections at Stage 5 are generally quite small compared to the measurement 

uncertainty, and hence the deflection magnitudes are not sensitive with respect to changes in 

soil parameter values. After the 2nd round of identification, as additional information is 

collected and included in the inversion analysis, there is an improved characterization of the 

system behaviour, leading to a more stringent falsification process and a narrowing in the range 

of the candidate model set (Figure 14c). After the 3rd round of identification, the final candidate 

model set shown in Figure 14d is obtained, which complies with all measurement data and 

associated uncertainties considered in the analysis.  

Figure14e shows the identified parameter set of Case B after each round of identification, using 

residual minimization with corrections for 3D effects taken as the means of the probabilistic 



error distributions. It is observed that all three sets of parameter values fall close to/within the 

respective candidate model set in Figure 14b to d, which is not surprising because 3D effects 

are considered in this case, albeit in a simplistic and deterministic manner.  

Figure 14f shows the identified parameter set of Case C after each round of identification, using 

only residual minimization without any correction for 3D effects. Although the parameter 

values obtained after the 1st and 2nd rounds fall within the respective candidate model sets in 

Figure 14b and c, the identified parameter set after round 3 is not contained within the candidate 

model set of Figure 14d. These results suggest that whereas the omission of 3D effects 

consideration in Case C does not adversely affect the performance of the 2D model for 

excavation stages 5 and 6, the 2D model is no longer adequate for excavation stage 7 because 

three-dimensional effects become more significant, consistent with the notion [10, 24] that 

three-dimensional effects may not be significant at early excavation stages. As only material 

parameter uncertainty is considered in Case C, the minimization process results in parameter 

values that are erroneously identified to compensate for the omission of three-dimensional 

effects, thus leading to an increase in the stiffness parameter of the G(V) layer after the 3rd 

round of identification. Similar observations are also reported by Bernal [1] and Finno and 

Calvello [9]. 

 

4.5.Predictions 

Figure 15 shows the predicted wall deflections for Cases A, B and C. The predicted deflections 

shown in Figure 15a through c are the ‘mean’ profiles obtained by averaging the wall deflection 

results from all the 2D analyses involving the respective candidate model sets. Figure 15a, d 

and g show the predicted wall deflections of the three cases after the 1st round of identification, 

whereas Figure 15c, f and i show the corresponding results after the 3rd round of identification. 



The capability of Cases A, B and C to predict wall deflections at later excavation stages using 

only partial measurement data from earlier stages is illustrated in Figure 15a, b, d, e, g and h.  

Using only the measurement data of stage 5, both Cases B and C are not able to produce 

reasonable predictions of the wall deflection at stage 7. This is observed in Figure 15d and g. 

Case C, for example, overestimates the wall deflection of stage 7 at reduced level 103.0 by 

close to 60%, whereas Case B underestimates the wall deflection at the same point by 

approximately 25%. After the 2nd round of identification, Case C still overestimates the 

deflection at that point by approximately 40%, whereas Case B exhibits an improved prediction. 

The comparison between Case B and Case C highlights the importance of considering three-

dimensional effects.  

As observed in Figure 15a and d, Case A is able to produce better predictions than Case B after 

the 1st round of identification. Whereas Case B underestimates the wall deflection of stage 7 at 

reduced level 103.0 by approximately 25% in Figure 15d, the error is less than 10% for Case 

A. This is because Case B evaluates the objective function using the measurement data plus 

only the deterministic, mean values of the three-dimensional effects, without considering the 

probabilistic distribution associated with the scatter of the (2DFE - 3DFE) data around the best-

fit line. Although the identified parameter set of Case B after the 1st round of identification falls 

within the corresponding Case A candidate model set (cf. Figure 14b and Figure 14e), it is 

difficult to make reliable predictions using just one set of parameter values. By contrast, Case 

A, which considers more complete information associated with measurements and modelling 

uncertainty distributions, is able to make a better mean prediction of the wall deflection at a 

later stage.  

Figure 16 plots the standard deviation of the predicted deflections at all the wall measurement 

points after each round of identification. With additional measurement data included in the 



successive rounds of identification, a reduction in the standard deviation of the predicted wall 

deflections is observed, which translates into an increase in the confidence level of predictions.  

Next, the predictions of the wall performance at other inclinometer locations are made. For this 

purpose, the material parameters adopted for the 2D analyses at Sections B-B and C-C are 

those obtained after the 3rd round of identification at Section A-A (Figure 14d). Figure 17 plots 

the Case A mean wall deflection predictions for inclinometers I70, I9, I10 and I68 in stages 5, 

6 and 7 based on 2D finite element analyses with the EDMF framework. The mean predictions 

are made by averaging the wall deflection results from 2D analyses involving all the candidate 

models shown in Figure 14d. It is observed that EDMF yields good predictions of wall 

deflections at all four inclinometer locations across the three excavation stages, even though 

measurement data obtained from these inclinometers are not used in the parameter 

identification exercise.  

Figure 18 compares the predicted Case A and Case C wall deflections in the final excavation 

stage for the four inclinometers. The parameter values used in Case C correspond to the point 

labelled ‘Round 3’ in Figure 14f. Although Case C yields reasonable predictions for I70, the 

predicted wall deflections for I9, I10 and I68 are almost double the measured values at the 

maximum point. Case C produces good predictions at I70 because it is from the same Section 

A-A as I69 and hence is likely to have similar three-dimensional effects as I69. As such, the 

adopted parameter values in the Case C analysis of inclinometer I70 would have implicitly 

compensated for the three-dimensional effects at this section. However, the use of these 

identified parameters breaks down when applied to the predictions for I9, I10 and I68, which 

are not located at the same Section A-A. This comparison highlights the importance of 

considering three-dimensional effects when performing inverse analysis of excavations. 

 



4.6. On the Reproducibility of the Proposed Procedure 

Through performing inverse analyses of an actual excavation problem using different types 

and combinations of recorded field measurements, Bernal [1] found that the resulting identified 

parameter values can vary. In some cases, the parameter values identified can be twice as large 

as the ones identified using a another type of measurement data. However, this should logically 

not be the case, as different types of measurement data should, in principle, reflect consistent 

properties of the same soil. In this section, the reproducibility of the proposed procedure is 

examined. 

The results considered thus far were obtained using data from I69 and four ground settlement 

markers along Section A-A. In the reproducibility study, the same analysis is performed using 

wall deflections measured by inclinometers I9 and I10, which are located 27 m away from I69. 

Figure 19 shows the candidate models obtained using the measurement data of both I9 and I10 

after three round of falsification, co-plotted with the candidate models obtained from Section 

A-A. There is overlapping of the two sets of candidate models across all three rounds of 

falsification. Despite the smaller candidate model sets obtained after the 3rd round of 

falsification, there is still significant overlap of the candidate model sets obtained using 

different measurement data from two cross-sections. This result indicates that the proposed 

inverse analysis methodology is robust, is able to reasonably quantify the three-dimensional 

effects at various locations and helps to produce consistent predictions from different types and 

combinations of measurement data.  

 

5. Concluding Remarks   

There are limitations associated with the current quantification procedure for 3D effects. The 

linearity of the data presented in Figure 4 is weaker near the toe of the wall compared to other 



monitoring points located higher up. As the wall is socketed into a firm strata, it tends to rotate 

with respect to a point near its toe. The location of this point of rotation is affected by changes 

in the values of the soil parameters. Small variations in the point of rotation arising from 2D 

and 3D analyses can lead to fluctuations between active and passive conditions for the soil in 

this zone, thus adversely affecting the linearity of the data trends shown in Figure 4. 

Nevertheless, this limitation does not appear to significantly affect the quality of the analysis.  

In addition, the outcome of the falsification process is significantly dependent on the 

quantification of the measurement and modelling uncertainties. As observed in Figure 14b and 

c, a large candidate model set is obtained in the early excavation stage due to the relatively 

greater inclinometer errors compared to the measured deflection magnitudes. Although 

promising predictions using these candidate models can still be obtained, it may be difficult for 

engineers to interpret a reliable range of soil parameters at this early excavation stage.  

In the current study, 3D finite element analysis is used as a benchmark for the quantification 

of three-dimensional effects. Although the 3D model is not perfect, it can, with proper 

modelling implementation and considerations [8, 26, 37, 39], adequately capture the essential 

behaviour of the excavation system in many cases. Therefore, it is reasonable to adopt an 

appropriate 3D model to assist in the quantification of three-dimensional effects.  

The primary conclusions of this study are as follows: 

(i) Three-dimensional effects of excavation are important and can significantly affect the 

accuracy of predictions using 2D analyses. These effects should be considered in 2D 

inverse analyses of excavation problems in which the excavation geometry and soil 

profiles may introduce significant three-dimensional effects. 

(ii) As three-dimensional effects are affected by the site-specific ground conditions and 

their characterization via the input soil parameters, the quantification of three-



dimensional effects should account for the influence of the soil types and the values 

assigned to the soil parameters. These factors are explicitly accounted for in the 

proposed method, which quantifies the three-dimensional effects (as the difference 

between the 2D and 3D results at the monitoring points of interest) over appropriate 

ranges of the soil parameter values. 

(iii) The proposed method to quantify three-dimensional effects shows promising results 

when applied to a case study involving multiple measurement points of wall deflections 

and ground settlements. The proposed method is an enhancement of current methods 

for quantifying three-dimensional effects that typically only involve the maximum wall 

deflection point. 

(iv)  By combining the proposed quantification of 3D effects with EDMF, the inverse 

analysis efficiently produces candidate parameter sets that can be used to make 

predictions of the excavation performance at later excavation stages and other 2D 

sections. These extrapolation capabilities are demonstrated in the field case study.  

(v) EDMF, which includes explicit representations of model uncertainty, offers an useful 

alternative to solve a three-dimensional inverse problem with a simpler two-

dimensional model. 
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Figure 1 3D FEM model of the 
hypothetical excavation example. 

Figure 2 2D FEM model of the 
hypothetical excavation example. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Plan view of the hypothetical excavation zone and the structural 
support system. 



 

 

 

Figure 4 (2DFE - 3DFE) wall deflections & ground settlements versus 2DFE wall deflections & 
ground settlements at selected monitoring points of excavation stage 5. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Average coefficient of determination R2 obtained by considering all wall and soil monitoring 
locations. 

Figure 6  Comparisons of predicted (2D-3D) values obtained using best-fit linear 
correlations versus (2DFE - 3DFE) values for (a) wall deflections and (b) ground 
settlements at all monitoring locations and for all excavation stages.  

 



 

 

 

 

 

Figure 7 Histogram of (2DFE - 3DFE) - (2D - 3D)predicted wall deflections & ground 
settlements at selected monitoring locations in excavation stage 5. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8 Graphical illustration of the proposed 3D effects quantification procedure. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10 Plan view and elevation view of the excavation case study with 
inclinometer identifiers and locations. RL stands for Reduced Level. Unit: m 

Figure 9  Comparisons of predicted (2D-3D) values obtained using 2-point 
best-fit line against (2DFE - 3DFE) values for (a) wall deflections and (b) ground 
settlements at all monitoring points and for all excavation stages.  

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12 2D FEM model of Section A-A of the excavation case study. 

Figure 11 3D FEM model of the excavation case study.  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13 Detailed information of Section A-A. RL stands for Reduced Level. Unit: m 



 

 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 14 Parameter values identified in Cases A, B, C after each round of identification. 
CM stands for Candidate Model. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15 Wall deflection predictions at I69 after each round of identification for Cases A, 
B & C. 



 

 

 

 

 

 

 

 

Figure 16 Standard deviation of wall deflections along inclinometer I69 in stage 7 
after each round of identification. 



 

 

Figure 17 Predicted wall deflections at Sections B-B and C-C using the final candidate 
models of Case A. 



 

 

 

Figure 18 Comparison of Case A and Case C predicted wall deflection at the final excavation 
stage at Sections B-B and C-C.  



 

 

 

 

Figure 19 Comparison of candidate model sets obtained from two analyses involving distinct, separate 
sections. 



 

 
Table 1 Wall properties used in the hypothetical excavation example 

 

 

 

 

 
 

Table 2 Parameter values of the HS Small model used in the hypothetical excavation example  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Wall Centre Strut Corner Strut 

E(GPa) 25 25 25 

EA(kN) - 2E107 2E107 

System 
Stiffness (S) 320-3200 - - 

 G(VI) 
(SPT = 10) 

G(V)   
(SPT = 30) 

G(V) 
(SPT>100) 

G(III) 
(SPT>100) 

E50
ref(MPa) 10-50 30-170 150 200 

Eoed
ref (MPa) 10-50 30-170 150 200 

Eur
ref(MPa) 30-150 80-500 450 600 

m 0.8 0.8 0.8 0.8 

c’ (kPa) 30 15 15 0 
φ’(o) 28 35 35 40 
ψ(o) 0 0 0 0 

ϒ0.7 0.0001 0.0001 0.0001 0.0001 

G0
ref(MPa) 25-600 75-1500 900000 1200000 

pref(kPa) 100 100 100 100 
OCR 1-2 1-1.5 1 1 



 

 

 
Table 3 Summary of the three inversion strategies adopted in the case study 

 

 

 

 

 

 

 
Table 4 Excavation stages modelled in the case study 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Case Descriptions 

A 3D effects expressed as normal 
distributions + EDMF 

B 3D effects expressed as deterministic 
errors + residual minimization 

C No 3D effects + residual minimization 

Stage Simplified Excavation Activities 
1 Initial Condition 
2 Wall Installation 
3 Excavate below Strut 1 

4 Install Strut 1 and Excavate below Strut 
2 

5 Install Strut 2 and Excavate below Strut 
3 

6 Install Strut 3 and Excavate below Strut 
4 

7 Excavate to Formation Level 



 

 

  
Table 5 Parameter information for the Bukit Timah Granite Formation adopted in the case study 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 6 Wall and strut properties adopted in the case study 
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 G(VI)        
(SPT < 20) 

G(V)  
(20<SPT <50) 

G(V) 
(SPT>100) 

G(III) 
(SPT>100) 

E50
ref(MPa) 7-40 28-100 150 200 

Eoed
ref (MPa) 0.5 * E50

ref 0.5 * E50
ref 150 200 

Eur
ref(MPa) 2.5 * E50

ref 2.5 * E50
ref 450 600 

m 0.8 0.8 0.8 0.8 

c’ (kPa) 30 15 15 0 

φ’(o) 28 35 35 40 

ψ(o) 0 0 0 0 

ϒ0.7 0.0001 0.0001 0.0001 0.0001 

G0
ref(MPa) 3 * Eur

ref 2 * Eur
ref 900000 1200000 

pref(MPa) 100 100 100 100 

OCR 1.5 1 1 1 

Rinter 0.8 0.8 0.8 0.75 

 CBP Wall Strut Type 1 Strut Type 2 

Thickness 
(m) 1.0 - - 

EA(kN) 2.65E107 2.24E107 3.5E107 

EI(kNm2) 2.48E106 - - 

Lspacing - 9 9 



 


