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A GENERAL FORMULA FOR VALUING
DEFAULTABLE SECURITIES

BY P. COLLIN-DUFRESNE, R. GOLDSTEIN, AND J. HUGONNIER1

Previous research has shown that under a suitable no-jump condition, the price of
a defaultable security is equal to its risk-neutral expected discounted cash flows if a
modified discount rate is introduced to account for the possibility of default. Below,
we generalize this result by demonstrating that one can always value defaultable claims
using expected risk-adjusted discounting provided that the expectation is taken under
a slightly modified probability measure. This new probability measure puts zero prob-
ability on paths where default occurs prior to the maturity, and is thus only absolutely
continuous with respect to the risk-neutral probability measure. After establishing the
general result and discussing its relation with the existing literature, we investigate sev-
eral examples for which the no-jump condition fails. Each example illustrates the power
of our general formula by providing simple analytic solutions for the prices of default-
able securities.

KEYWORDS: Defaultable securities, risk-adjusted discounting, absolutely continuous
change of measures, counterparty risk, flight to quality.

1. INTRODUCTION

THE REDUCED FORM APPROACH to modelling default risk has become a pop-
ular framework for the valuing of defaultable securities, arguably for two
reasons. First, the difference between reduced-form models and the more
economically intuitive structural models of default2 becomes moot when one
includes realistic frictions in the structural models, such as imperfect infor-
mation about the asset or liability structure (see Duffie and Lando (2001)).3
Second, the reduced-form framework often provides tractable formulas for the
valuation of defaultable claims, in turn facilitating empirical implementation.
Indeed, under a suitable no-jump condition, the price of a defaultable secu-
rity is equal to the risk-neutral expectation of its discounted future cash flows,
where the discount rate is no longer the risk-free rate, but rather a rate that

1We wish to thank the editor and three referees for comments and references on the topic
of this paper. Most of this work was carried out while Collin-Dufresne was at GSIA, Carnegie
Mellon University, while Goldstein was at the Olin School of Business, Washington University at
St Louis, and while Hugonnier was at HEC Montréal. Financial support from Institut de Finance
Mathématique de Montréal (IFM2) and from the Swiss National Science Foundation through
the National Center of Competence in Research: Financial Valuation and Risk Management is
gratefully acknowledged by Hugonnier.

2Structural models of default explicitly specify firm value dynamics, and typically relate de-
fault to asset value dropping below the liabilities of the firm. In contrast, reduced-form models
abstract from the firm value process, and instead directly specify the default process as a totally
inaccessible stopping time.

3Duffie and Lando (2001) show that the structural model effectively becomes a reduced-form
model when the firm’s asset value is imperfectly observed, because investors can no longer predict
the occurrence of the default event perfectly.
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has been modified to reflect default risk. Hence, this framework allows stan-
dard default-free term structure machinery to be used for pricing securities
subject to default risk. As such, if the risk-neutral dynamics of this modified
discount rate are chosen judiciously (e.g., specified as affine), then simple ana-
lytic solutions can be obtained for the price of defaultable securities.4

Unfortunately, when this no-jump condition fails to hold, the simple ap-
proach of risk-adjusted discounting is no longer valid. Furthermore, while
Duffie, Schroder, and Skiadas (1996) provide a formula for the pricing of de-
faultable securities in this more general case, their solution requires a rather
involved two-step procedure that loses the natural economic interpretation of
risk-adjusted discounting.5

In this paper, we show that it is always possible to value defaultable claims
as the expectation of future discounted cash flows, even when the no-jump
condition is violated. However, in order to do so, the expectation needs to
be computed under a new probability measure, which we identify below. This
new probability measure is characterized by the fact that it puts zero proba-
bility on those paths for which the default event occurs prior to the maturity
of the security. As such, this measure is not equivalent to, but rather only ab-
solutely continuous with respect to the risk-neutral probability measure. Our
formula retains the economically appealing structure of expected risk-adjusted
discounting. Furthermore, since our approach is valid in all cases, it eliminates
the need to check the validity of the no-jump condition. Finally, and as we
demonstrate below using a number of examples, our formula typically leads to
tractable solutions even when alternatives appear to fail.

More specifically, assume that the intensity of the default time is given
by some F-adapted process λ, where F := (Ft)t≥0 represents the informa-
tion available to agents. Consider a defaultable security that pays the random
amount X at maturity T conditional upon no default and assume for simplic-
ity that the recovery is zero if default occurs prior to maturity. In order to
price such a security, it is convenient to first compute the value of an otherwise
identical default-free security in a fictitious economy where the interest rate is
(r + λ). The value of this pseudo-security is given by

Vt :=E
[
e−∫ T

t (rs+λs)dsX|Ft

]
�

where the expectation is taken under the risk-neutral probability measure.
Duffie, Schroder, and Skiadas (1996) and Duffie and Singleton (1999) demon-

4See, for example, Jarrow and Turnbull (1995), Jarrow, Lando, and Turnbull (1997), Lando
(1998), Duffie and Singleton (1999), and Bélanger, Shreve, and Wong (2002).

5In fact, we know of no paper that has been able to successfully implement their formula when
the no-jump condition fails.
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strate that, at any time prior to maturity, the ex-dividend value of the default-
able security is given by

St = 1{τ>t}
{
Vt −E

[
e−∫ τ

t rs ds�Vτ|Ft

]}
�

where �Vτ denotes the jump in the pseudo-value process at the time of default.
Hence, if there is no jump in V at the default date, then the valuation of a de-
faultable security reduces to the computation of its expected discounted cash
flows using a discount rate that has been modified to reflect default risk. Be-
cause of this simplification, most of the existing literature has chosen to restrict
investigation to models of default that satisfy this no-jump condition. Indeed,
most papers adopt the so-called Cox process framework6 where the intensity
is generated by a vector process whose filtration is conditionally independent
from the default event.7

However, for those models of default that do not satisfy the no-jump con-
dition,8 the valuation formula above loses its simple economic interpretation
as a stochastic version of risk-adjusted discounting. Indeed, it requires a two-
step procedure: first compute the process V , then subtract from it the present
value of its jump at the default time. As a consequence of this more compli-
cated procedure, it is no longer obvious how to apply standard default-free
term structure machinery to price defaultable securities.

To circumvent this difficulty, we demonstrate below that even when the no-
jump condition fails, the price of a defaultable security can still be written as
an expectation of discounted cash flows. In particular, we demonstrate that, at
any time before maturity, the ex-dividend value of the defaultable security is
given by St = 1{τ>t}V ′

t , where

V ′
t :=E′[e−∫ T

t (rs+λs)dsX|F ′
t

]
�

Here, the symbol E′ indicates that the conditional expectation is to be
computed under the probability measure P ′, and F′ := (F ′

t )t≥0 denotes the
augmentation of F under P ′. This probability measure is characterized by the
property that it puts zero mass on the paths for which default occurs prior to
the maturity of the security and is thus only absolutely continuous with respect

6See Brémaud (1981) for the definition and basic properties of Cox processes.
7See, for example, Duffie and Singleton (1999), Jarrow and Turnbull (1995), Lando (1998),

Elliott, Jeanblanc, and Yor (2000), Jeanblanc and Rutkowski (2001), and Schonbücher (1997).
These models can be distinguished by their specification of the recovery process. Standard ap-
proaches include: recovery of face value, recovery of pre-default market value, and recovery of a
fraction of Treasury.

8As we demonstrate below in a number of examples, the no-jump condition is violated as soon
as the default event is allowed to have a direct impact on either market prices or the default-free
interest rate.
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to the risk-neutral probability measure. Not surprisingly, if the no-jump condi-
tion is satisfied for the claim under consideration, then the processes V and V ′

coincide.
Below, we consider several examples that illustrate the power of our gen-

eral formula. Specifically we investigate the pricing of defaultable securities in
the presence of (i) flight to quality, (ii) counterparty credit risk, and (iii) sys-
tematic jump risk. Each of these examples illustrates an economically plausible
scenario where the no-jump condition fails.

(i) Flight to Quality: Flights to quality typically refer to downward jumps in
the risk-free interest rate as a consequence of unexpected defaults by large in-
stitutions. Examples of flights to quality include LTCM and the Russian default
crises (see Chang and Sundaresan (1999) and Longstaff (2001)). Interestingly,
such a situation would imply a violation of the no-jump condition even if the
default arrival times and intensities are modeled by a Cox process.

(ii) Counterparty Risk: Counterparty risk arises when the default of one firm
triggers a jump in the probabilities of default of other firms. One situation
where this occurs is when firms have economic ties that render one firm vulner-
able to the default of another. Note that, due to the interdependence between
the intensities and default arrival times, such a model falls outside of the Cox
process framework. Such a model has recently been proposed by Jarrow and
Yu (2001), who showed that in such a case the survival probabilities cannot
be computed using the standard approach. Below, however, we demonstrate
that such a model admits simple analytic solutions that are readily determined
within our framework. Further, our approach permits us to investigate the im-
pact of counterparty risk on the valuation of more complex structures, such as
collateralized debt obligations, which depends crucially on the default correla-
tion structure.

(iii) Systematic Jump Risk: Recently there has been some debate in the lit-
erature as to whether event risk should be priced (see Jarrow, Lando, and
Yu (2000), Driessen (2002), and Collin-Dufresne, Goldstein, and Helwege
(2002)). If in fact unexpected default events of large corporations generate
a marketwide impact, then such events should command a risk premium. This
in turn implies that the pricing kernel should also jump at the event time. As a
result, if one models the pricing kernel directly and uses it as a deflator for val-
uation purposes (see, e.g., Constantinides (1992)), then the no-jump condition
will in general be violated.

We also provide an example that nests the three previous deviations from
the no-jump condition into a single model, which falls in the class of affine
jump-diffusion models (see, e.g., Duffie, Pan, and Singleton (2000)). Combin-
ing our general formula with well-known results from the theory of affine jump
diffusions, we show that the price of a defaultable bond in such a model is an
exponential-affine function of the state variables which can be computed by
solving a fairly simple system of ordinary differential equations.

The remainder of the paper is organized as follows. In Section 2 we intro-
duce the model. In Section 3 we derive the general formula and relate it to
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results in the existing literature. In Section 4 we present several examples that
illustrate the failure of the standard approach and demonstrate the usefulness
of our general formula. Section 5 concludes. All technical results and proofs
are collected in two appendices.

2. THE MODEL

2.1. Information Structure

We consider an infinite horizon economy where the uncertainty is repre-
sented by a filtered probability space (Ω�F�F�P). The filtration F := (Ft)t≥0

models the arrival of information over time. It will be assumed throughout the
paper that it satisfies the usual conditions of right continuity and completeness
with respect to the null sets of the probability measure P .

2.2. Default Time

Following the so-called reduced-form approach to default risk, we model
the stochastic structure of the default time through a totally inaccessible9

F-stopping time τ :Ω → (0�∞]. As is well known (see, e.g., Dellacherie and
Meyer (1980, VI.78)), this assumption is equivalent to the existence of a con-
tinuous, increasing process of finite variation A with initial value equal to zero
such that

Mt := 1{τ≤t} −At(2.1)

is a uniformly integrable (F�P)-martingale. The process A is uniquely defined
up to the occurrence of the default time and is referred to as the compensator
of the default indicator function. In order to simplify the exposition, we assume
throughout that10

At =
∫ τ∧t

0
λs ds =

∫ t

0
1{τ>s}λs ds(2.2)

for some strictly positive, adapted process λ where a ∧ b = min(a�b). The
process λ is referred to as the (F�P)-intensity of the default time and will be
assumed to satisfy the integrability condition

E

[
exp

(
q

∫ ϑ

0
λt dt

)]
< ∞(2.3)

9A stopping time θ is predictable if there exists an increasing sequence (θn)n≥1 of stopping times
such that θ = limn→∞ θn . A stopping time σ is totally inaccessible if P(σ = θ < ∞) = 0 holds for
all predictable stopping times.

10The extension of our results to the case where the compensator of the default time is not of
the form (2.2) is available upon request.
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for some strictly positive nonrandom time ϑ and some nonrandom constant
q ≥ 1 where E[·] denotes expectation under P .

2.3. Financial Market

Although we do not explicitly model it, we assume throughout the paper that
there exists an underlying frictionless financial market in which a number of
securities are traded. One of these traded securities is a locally riskless savings
account whose price process is given by

Bt := exp
(∫ t

0
rs ds

)

for some positive, adapted interest rate process (rt)t≥0. Furthermore, taking
the savings account price process as numéraire, we assume that the probability
measure P is an equivalent martingale measure for the securities market in the
sense of Harrison and Kreps (1979).11

3. MAIN RESULTS

3.1. Valuation of Defaultable Securities

By the definition of a martingale measure, the price process of an arbitrary
cumulative dividend process (Dt)t≥0 of integrable variation satisfies the funda-
mental valuation formula

St =E

[
BtST

BT

+
∫ T

t

Bt dDs

Bs

∣∣∣Ft

]
� t ≤ T�(3.1)

Following Duffie, Schroder, and Skiadas (1996), henceforth (DSS), we assume
throughout the paper that the value of a security at date t is zero if all dividend
payments after that date are equal to zero. In other words, all securities prices
are taken to be ex-dividend (note that this assumption is not implied by the
valuation formula (3.1)).

Consider a defaultable security which matures at some nonrandom time
T ≤ ϑ yielding an FT -measurable payoff X provided that default has not oc-
curred. The security’s payment upon default is described by the value at the
default time of a predictable process R. In the sequel, the pair (X�R) will be

11As shown by Delbaen and Schachermayer (1994) the existence of such a risk-neutral probabil-
ity measure is essentially equivalent to the absence of arbitrage opportunities from the market. In
our setting, however, uniqueness of the equivalent martingale measure, and the ensuing market
completeness, is not guaranteed since one cannot necessarily hedge against jumps that may occur
at default.
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referred to as the characteristics of the defaultable security and will be assumed
to satisfy

E[|X|p] +E

[
sup
t≥0

|Rt |p
]
< ∞(3.2)

for some p ∈ [1�∞). With this specification, the cumulative dividend process
associated with the defaultable security is given by

Dt := X1{τ>T }1{T≤t} +Rτ1{τ≤t∧T }

= X1{τ>T }1{T≤t} +
∫ τ∧t∧T

0
Rsλs ds +

∫ t∧T

0
Rs dMs�

Using the result of Lemma A.1 in the Appendix, the last term on the right-
hand side of the above equation is a uniformly integrable (F�P)-martingale.
Hence, it follows from (3.1) that the ex-dividend price process of the security
is uniquely given by

St = 1{t<T }E
[
BtX

BT

1{τ>T } +
∫ T

t

1{τ>s}
BtRs

Bs

λs ds
∣∣∣Ft

]
�(3.3)

As was originally noted by (DSS), the above valuation formula has the undesir-
able feature of involving the default time explicitly, in turn making it difficult
to implement. To circumvent this difficulty, we propose an alternative valua-
tion formula that does not explicitly involve the default time. The following
constitutes our main result.

THEOREM 1: Assume that conditions (2.3) and (3.2) hold and define a non-
negative F-adapted increasing process by setting

Λt := exp
(∫ t

0
λs ds

)
�(3.4)

Then the ex-dividend price process of the defaultable security associated with the
characteristics (X�R) is uniquely given by

St = 1{t<T }1{t<τ}E′
[
ΛtBtX

ΛTBT

+
∫ T

t

ΛtBtRs

ΛsBs

λs ds
∣∣∣F ′

t

]
�(3.5)

where we denote by E′[·] the expectations operator under the absolutely continuous
probability measure defined by

dP ′

dP

∣∣∣∣
Ft

= Zt := 1{τ>t∧T }Λt∧T �(3.6)



1384 P. COLLIN-DUFRESNE, R. GOLDSTEIN, AND J. HUGONNIER

and the filtration F′ := (F ′
t )t≥0 is the augmentation of the original filtration F by

the null sets of the probability measure P ′.

The intuition behind the result of Theorem 1 is twofold. First, since the pos-
sibility of default increases the risk associated with the security, one naturally
expects that the discount rate has to be increased relative to the default-free
case. Second, even though the economic factors that influence the security’s
value may themselves be affected by the default event, one should ignore these
feedback effects for valuation purposes because the ex-dividend value process
of the security depends only on those events that happen prior to default. The-
orem 1 makes both of these intuitions precise and shows that the value of an
arbitrary defaultable security can always be written as an expectation of dis-
counted cash flows. However, the discount rate has to be modified from r to
r + λ to reflect default risk and the expectation has to be computed under a
modified probability measure to reflect the possibility that the no-jump condi-
tion has been violated.

In order to better understand the impact of the change of measure described
in Theorem 1, we now briefly investigate the filtration F′ that it induces and the
structure of (P ′�F′)-local martingales. Because the new probability measure is
only absolutely continuous with respect to the original probability measure, the
collection

N := {A ∈F∞ :P(A) �= 0 and P ′(A) = 0}
of null sets that must be added to the original filtration when transforming to
the new measure is nonempty. Furthermore, it follows from Lemma A.2 in
the Appendix that A ∈ N if and only if A ⊆ {τ ≤ T }. In other words, the new
filtration is obtained by adding to the original filtration the knowledge that
the default time will not occur before the maturity date of the security under
consideration.

REMARK 1: Note that the probability measure P ′ does not coincide with the
conditional probability measure P(·|{τ > T }) in general. To see this, let A ∈F∞
and observe that

P(A|{τ > T })= P(A∩ {τ > T })
P({τ > T }) = E′

[
1{A}/ΛT

E′[1/ΛT ]
]
�

where the first equality follows from Bayes’ rule and the second follows
from the definition of the probability measure P ′. Interestingly, we see
from the above expression that P ′ coincides with the conditional probability
P(·|{τ > T }) if and only if the intensity of the default time is a deterministic
function of time.

In view of the above discussion and the fact that the principal source of risk
driving the density process Z is the default time, it seems natural to expect
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that if a given process is, in some sense, independent from the occurrence of
the default time, then its local characteristics should not change when passing
to the probability measure P ′. This intuition is confirmed by the following.

LEMMA 1: Assume that condition (2.3) holds true and let L be an arbitrary
(F�P)-local martingale. Then the process defined by

Lt −
∫ t

0

d〈L�Z〉s
Zs−

=Lt − 〈L�M〉t �

where 〈·� ·〉 denotes the quadratic covariation process, is a local martingale with
respect to (F′�P ′). In particular:

(i) The default intensity and the default indicator function are both equal to
zero almost surely under P ′ on the interval [0�T ].

(ii) If the process L does not jump at the default time, then it is a local martin-
gale with respect to both (F′�P ′) and (F�P).

As will become clear in Section 4, the results of the above lemma are crucial
for applications since they allow one to compute the local characteristics of an
arbitrary process under the modified probability measure P ′. In particular, it
follows from (ii) that a process that is a Brownian motion under the probability
measure P remains a Brownian motion under the probability measure P ′.

The last result in this section provides an alternative representation of the
ex-dividend price process for the defaultable security in terms of expectations
under the probability measure P , and connects our main result to that of
(DSS).

PROPOSITION 1: Assume that conditions (2.3) and (3.2) hold true for some
conjugate exponents (p�q) with p> 1 and define

Vt :=E

[
ΛtBtX

BTΛT

+
∫ T

t

ΛtBtRs

ΛsBs

λs ds
∣∣∣Ft

]
�

Then the ex-dividend price process of the defaultable security associated with the
characteristics (X�R) is uniquely given by

St = 1{t<T }1{τ>t}

{
Vt −E

[
Bt�Vτ

Bτ

∣∣∣Ft

]}
�

where �Vτ denotes the jump in the process V at the time of default. In particular,
if the process V is predictable, then we have that St = Vt holds almost surely on
the event {τ > t} ∩ {t < T }.
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3.2. Recursive Valuation of Defaultable Securities

In this section we generalize the model of the previous section to allow for
a possible dependence of the default payoff process on the pre-default value
of the security under consideration. To model this dependence, we assume
throughout this section that the default payoff is given by R(S−) for some
F-adapted mapping R : [0�T ] ×Ω× R → R. In order to guarantee that a secu-
rity that defaults immediately after it has lost all its value yields a zero payoff,
we shall further assume that the no-arbitrage condition R(0)= 0 holds almost
everywhere.

The following theorem gives an explicit formula for the valuation of the secu-
rity in terms of the solution to a (F′�P ′)-recursive stochastic integral equation,
and constitutes the main result of this section.

THEOREM 2: Assume that conditions (2.3) and (3.2) hold true for some con-
jugate exponents (p�q) with p> 1 and that

λt

∣∣∣∣Rt(x)−Rt(y)

x− y

∣∣∣∣ ≤ C(3.7)

holds P ′-almost everywhere for some positive constant C . Then there exists a
unique solution to the recursive stochastic integral equation

V ′
t =E′

[
ΛtBtX

ΛTBT

+
∫ T

t

ΛtBt

ΛsBs

Rs(V
′
s−)λs ds

∣∣∣F ′
t

]
(3.8)

in the space of processes that are F′-adapted and integrable with respect to
dt ⊗ dP ′. In particular, the ex-dividend price process of the defaultable security
is uniquely given by St = 1{t<T }1{τ>t}V ′

t .

Although it covers a number of situations of interest, the above result is not
flexible enough to cover the case of fractional recovery of market value unless
the intensity process of the default time is assumed to be bounded. Indeed, in
this case the default payoff is given by R = (1 − δ)S− for some F-predictable
process δ with values in [0�1] and the validity of the uniform Lipschitz condi-
tion (3.7) is equivalent to a boundedness assumption on the intensity process.
To circumvent this, and in turn demonstrate that the risk-adjusted discount-
ing valuation formula of Duffie and Singleton (1999) is always valid provided
that the expectation is computed under the probability measure P ′ rather than
under the probability measure P , we treat this particular case separately.

PROPOSITION 2: Assume that conditions (2.3) and (3.2) hold true for some
conjugate exponents (p�q) with p> 1 and that

Rt(x)= (1 − δt)x
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for some predictable process δ with value in [0�1]. Then the ex-dividend price
process of the defaultable security is uniquely given by

St = 1{τ>t}E′
[
e−∫ T

t δsλs ds
BtX

BT

∣∣∣F ′
t

]

for all t < T , and zero otherwise.

In certain settings, it may be reasonable to assume that both the default pay-
off and the default intensity (and hence the default time itself) depend on the
value of the security under consideration. This additional layer of recursive-
ness can be modelled by assuming that the intensity of the default time is given
by λ(S−) for some F-adapted mapping λ : [0�T ] × Ω × R → (0�∞). In this
case, however, the basic valuation formula (3.1) no longer makes sense by it-
self. Indeed, and contrary to the case where the intensity is independent of the
security’s value, the risk-neutral probability measure P , the default stopping
time τ and the security’s value process now need to be constructed simulta-
neously since the risk-neutral distribution of the default time depends on the
value of the security.

In order to simplify the presentation of our results in this case, we will as-
sume that both the no-default payment and the default intensity mapping are
essentially bounded.

PROPOSITION 3: Assume that the intensity λ = λ(S−) is a bounded mapping,
that the recovery R=R(S−) satisfies condition (3.7), and that X is bounded. Then
the following assertions hold:

(i) There exists a triple (τ�P�S) such that the totally inaccessible stopping
time τ has intensity λ = λ(S−) under the probability measure P and the basic
valuation equation (3.1) holds true.

(ii) The ex-dividend price of the defaultable security associated with the char-
acteristics (X�R) is given by St = 1{t<T }1{τ>t}V ′

t , where the process V ′ is the unique
solution to the recursive stochastic integral equation (3.8) with λ= λ(V ′

−).

Although the result of assertion (ii) is similar to that of Theorem 2, the math-
ematical construction that underlies it is very different and thus deserves a few
comments. As mentioned before the proposition, the fact that the default time
depends on the value of the defaultable security forces us to construct τ, P ,
and S simultaneously. In order to do so, we rely on a change of measure ar-
gument similar to that of Kusuoka (1999). More precisely, we start from an
exogenously specified probability measure under which the intensity of the de-
fault time is constant, then construct the value process S, and finally define P
by a suitably chosen equivalent change of probability measure. Note that while
we chose the starting intensity of the default time to be constant, the choice
of the starting probability measure is really unconstrained. In particular, if one
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chooses this probability measure in such a way that it is a martingale measure
for all default insensitive securities, then the resulting probability measure P is
a martingale measure for all securities.

4. EXAMPLES

In this section we investigate several examples that demonstrate the power
and tractability of the general formula derived in the previous section. In par-
ticular, in each example below, the standard approach of discounting risky cash
flows at the default risk-adjusted rate under the risk-neutral probability mea-
sure fails. However, discounting cash flows at the default risk-adjusted rate
under the probability measure P ′ generates the correct solution. Furthermore,
the calculations are simplified considerably by using our approach even when
alternative approaches appear to fail.

4.1. Flight to Quality

Consider an economy where the information filtration F := (Ft)t≥0 is gen-
erated by a totally inaccessible stopping time τ with constant intensity λ > 0.
In contrast to most reduced-form models, we allow the risk-free rate to be
affected by the default event, which we interpret here as a flight to quality.
Specifically, we assume that the risk-neutral dynamics for the risk-free rate are
given by

rt = r0 + J1{τ≤t}�(4.1)

In order to guarantee that the risk-free rate is nonnegative, we assume that
r0 ≥ 0 and that the jump parameter satisfies J ≥ −r0. To interpret the jump in
the interest rate as a flight to quality, we will assume for most of this paragraph
that the jump-size parameter is negative.

4.1.1. Zero Recovery

Consider a defaultable bond that pays one dollar conditional upon no de-
fault, and zero otherwise. As a result of Theorem 1, the ex-dividend value of
this defaultable security is given by St = 1{τ>t}V ′

t for all t < T , where

V ′
t =E′[e−∫ T

t (rs+λ)ds|F ′
t

]
�(4.2)

The expectation in the above equation is taken under the probability mea-
sure P ′ and with respect to the filtration F′, both of which are defined as in the
previous section. Using Lemma 1, it follows that the risk-free rate is constant
under the probability measure P ′. Thus the expectation in (4.2) can be readily
computed as

V ′
t = exp[−(r0 + λ)(T − t)]�(4.3)
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Note that the flight-to-quality jump-size parameter does not affect the value of
the risky bond. Intuitively, this happens because the jump in the risk-free rate
occurs precisely at the date of default and the recovery rate is zero. This can
be readily seen from the definition of the ex-dividend price process

St = E
[
e−∫ T

t rs ds1{τ>T }|Ft

] =E
[
e−r0(T−t)1{τ>T }|Ft

]
�

since the interest rate does not jump on the set {τ > T }. This simple example
with zero recovery specification provides some intuition for our general for-
mula. We now investigate more realistic recovery specifications that have been
proposed in the literature.

4.1.2. Recovery of Treasury

Jarrow and Turnbull (1995) and Longstaff and Schwartz (1995) model the
default recovery so that the owner of the defaultable bond receives a fraction
(1−δ) of an otherwise identical default-free bond. Within our flight-to-quality
framework, the price of the default-free zero-coupon bond is given by

Pt := E
[
e−∫ T

t rs ds|Ft

]
(4.4)

= 1{τ≤t}e−(r0+J)(T−t) + 1{τ>t}e−r0(T−t)

[
Je−λ(T−t) − λe−J(T−t)

J − λ

]
�

Let us now turn to the valuation of the defaultable bond under recovery of
Treasury. Using the valuation formula (3.1) in conjunction with the above ex-
pression and the result from the zero-recovery solution (4.3), we find that at
any time prior to maturity the value process of the defaultable bond is given by

St = E
[
e−∫ T

t rs ds1{τ>T } + e−∫ τ
t rs ds(1 − δ)Pτ1{τ≤T }|Ft

]
= 1{τ>t}(1 − δ)Pt + δE

[
e−∫ T

t rs ds1{τ>T }|Ft

]
= 1{τ>t}

[
(1 − δ)Pt + δe−(r0+λ)(T−t)

]
�

Not surprisingly, the value of the defaultable bond is always less than that of
the corresponding default-free bond provided that the loss rate upon default
is positive, i.e., (S < P) ⇔ (δ > 0). As demonstrated in the next example, this
is not necessarily the case under all recovery specifications.

4.1.3. Recovery of Market Value

Duffie and Singleton (1999) specify the default recovery so that the owner
of the defaultable bond receives a fraction of the bond’s pre-default value.
The corresponding default payoff process is given by R = (1 − δ)S− for some
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constant δ ∈ [0�1]. Applying Proposition 2, we find that the ex-dividend value
of such a defaultable bond is given by

St = 1{τ>t}E′[e−∫ T
t (rs+δλ)ds|F ′

t

] = 1{τ>t}e−(r0+δλ)(T−t)�

where the second equality follows from the fact that the interest rate is almost
surely constant under the probability measure P ′. In contrast, and as can be
seen from equation (4.4), the price of the corresponding default-free bond sat-
isfies

1{τ>t}Pt = 1{τ>t}e−r0(T−t)

[
Je−λ(T−t) − λe−J(T−t)

J − λ

]
�

Interestingly, we see that even in the limit where the fractional loss coefficient
tends to zero, the default-free bond and defaultable bond do not obtain the
same value. In fact, for J ≥ 0 (which is contrary to the flight-to-quality specifi-
cation), one can find a loss fraction δ such that the defaultable bond is actually
worth more than the risk-free bond. While this feature smacks of arbitrage,
in actuality it merely reflects the fact that the risky bond pays off a fraction
of its pre-default market value at the default event. Hence, in the limit where
the fractional loss coefficient goes to zero, the risky bond is unaffected by this
jump risk. In contrast, the risk-free bond would be negatively affected by this
positive jump in interest rates.

4.2. Systematic Jump Risk

As a second example, we investigate a continuous-time generalization of
the Lucas (1978) pure exchange economy in which the interest rate and
risk-neutral intensity experience jumps in equilibrium. This simple economy
provides a theoretical justification for the flight-to-quality dynamics assumed
above. It also suggests that in many equilibrium models the no-jump condition
will be generically violated, and that our approach is uniquely suited for solving
this class of models.12

We assume there is a representative agent with a constant relative risk-
aversion utility function given by

U(C) := C1−γ − 1
1 − γ

12Unlike in the previous example where alternative approaches could have been used to obtain
the solution, here we cannot think of any alternative that would lead to the solution straightfor-
wardly.
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for some γ > 0. Under the objective probability measure Po, we specify the
dynamics of the economy’s aggregate output process on a standard filtered
probability space (Ω�F�Po) by

d log(Dt)= µ(Xt)dt + σ(Xt)dBt −φ(Xt−)dNt�

dXt = κ(Xt)dt + ν(t�ω�Xt−)dNt�

Here B is a standard Brownian motion, N is a point Poisson process with con-
stant intensity λ and {µ�σ�φ�κ} are deterministic functions. The state variable
experiences jumps at the event dates. For the purpose of our discussion, the
specification of the size of these jumps can be arbitrary as long as the process
X is well defined. In order to simplify the exposition, we will further assume
that the deterministic functions {µ�σ�φ�κ} are continuous, bounded, and such
that the two technical conditions κ(X0)= 0 and φ≥ 0 hold.13

The negative jumps in the aggregate output capture marketwide events, such
as natural catastrophes or the default of some large companies. The dynamics
of the aggregate output are specified to reflect the fact that these events could
have more than just a level effect; they could affect the investment opportunity
set by generating changes in the expectation and volatility of future output
changes. Within this context, we determine the equilibrium price of a security
that pays one dollar at maturity T contingent on no catastrophe occurring, and
zero otherwise.

As is well known, the equilibrium pricing kernel in this representative agent
economy is given by (see, e.g., Lucas (1978))

Πt := e−∫ t
0 rs dsξt =

(
Dt

D0

)−γ

= exp
[
−γ

∫ t

0

(
µ(Xs)ds + σ(Xs)dBs −φ(Xs−)dNs

)]
�

where ξ is the density of the equilibrium risk-neutral measure P with respect
to the objective probability measure Po, defined by

dP

dPo

∣∣∣∣
FT

= ξT �

13These conditions are purely technical and are sufficient for the stochastic differential equa-
tions (SDEs) to have a solution and for the existence of a risk-neutral probability measure. The
condition κ(X0) = 0 insures that X does not change until the first jump, which simplifies the
results. Note that this condition would, for example, be satisfied by a mean reverting process
starting at its long-term mean.
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Using this relationship and applying Itô’s lemma, we find that the equilibrium
risk-free rate in this economy is given by

rt := γµ(Xt)− 1
2
γ2σ(Xt)

2 + λ
[
1 − eγφ(Xt)

]
�

Furthermore, if we set

θt := γσ(Xt)�(4.5)

λ∗
t := λexp(γφ(Xt))�(4.6)

then θ identifies the Brownian risk premium and λ∗ is the risk-neutral intensity
of the point process. Indeed, it follows from an application of Girsanov’s the-
orem that the processes defined by Wt := Bt +

∫ t

0 θs ds and Mt :=Nt −
∫ t

0 λ
∗
s ds

are respectively a Brownian motion and a uniformly integrable martingale un-
der the risk-neutral measure.

Given our assumptions on the functions {µ�σ�φ�κ}, and since the state vari-
able experiences jumps at the event dates, the equilibrium risk-free rate is a
discontinuous process. Further, even though the intensity is constant under the
objective probability measure, it is a function of the state variable under the
risk-neutral probability measure. Thus the no-jump condition will be generi-
cally violated under the risk-neutral probability measure P because of jumps
in both the intensity and the risk-free rate.

Denoting by τ the first jump of the Poisson process, the value of the catastro-
phe bond is given by

St :=EPo

[
ΠT

Πt

1{τ>T }
∣∣∣Ft

]
=EP

[
e−∫ T

t rs ds1{τ>T }|Ft

]
�

We can use the result of Theorem 1 to value the catastrophe bond via the
pricing kernel approach or the risk-neutral valuation approach. Prior to the
event, we find that the price of the catastrophe bond is given by

St = e−λ(T−t)EP′
o

[
ΠT

Πt

∣∣∣F ′
t

]
=EP′

[
e−∫ T

t (rs+λ∗
s )ds|F ′

t

]
�(4.7)

where the probability measures (P ′
o�P

′) and corresponding augmented filtra-
tion are defined from the probability measures (Po�P) as in the previous sec-
tion. Using the result of Lemma 1, it follows that the point process is almost
surely equal to zero up to the maturity under both probability measures, and
that the process B (resp. W ) remains a Brownian motion when passing from
the probability measure Po (resp. P) to the probability measure P ′

o (resp. P ′).



VALUING DEFAULTABLE SECURITIES 1393

Thus, the computation of the expectation in (4.7) gives

St = 1{τ1>t} exp
[
−

(
λ(X0)+ γµ(X0)− 1

2
γ2σ(X0)

2

)
(T − t)

]
= 1{τ1>t} exp

[−(
r(X0)+ λ∗(X0)

)
(T − t)

]
�

Using either of the probability measures P ′
o and P ′ thus leads to a very simple

expression for the price of the catastrophe bond which does not depend on the
jumps in the pricing kernel. However, we emphasize that even though both of
these changes of measure imply ignoring the possibility of a jump, catastro-
phe risk does carry a risk premium in the above model. Indeed, as illustrated
in (4.6), the risk-neutral intensity λ∗ in general differs from its historical coun-
terpart. In particular, with constant downward jumps in the aggregate output
(φ> 0) and a risk-averse representative agent, there is a positive risk premium
for systematic jump risk (λ∗ > λ).

REMARK 2: Alternative approaches for pricing the catastrophe bond re-
quires the evaluation of a conditional expectation of the form

S̃t = EP

[
e−∫ T

t (rs+λ∗
s )ds|Ft

]
�

Note that for arbitrary functions {µ�σ�φ�κ} and jump-size distributions ν
there is in general no closed-form solution for this pseudo-value process. In
turn, the nonavailability of a closed-form expression makes it hard to derive
the actual value of the security since this would require the computation of the
present value of the jump in S̃ as described in Proposition 1. Our approach
circumvents this difficulty.

This example demonstrates that jumps in the risk-free rate and jumps in the
risk-neutral intensity of default occur generically in an economy where aggre-
gate consumption is affected by the jump events. Below, in Section 4.5, we
consider a more general setup that extends the two previous examples to a
multivariate affine framework.

4.3. Counterparty Credit Risk

As a third example, we revisit the counterparty credit risk model that was
first investigated by Jarrow and Yu (2001), henceforth (JY), and Kusuoka
(1999).

Counterparty risk exists if firms have economic ties that render one firm
vulnerable to the default of another. Mathematically, (JY) capture this notion
by having the intensity of one firm jump at the default date of another firm.
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They investigate a framework in which the filtration F := (Ft)t≥0 is generated
by a pair (τi)i=a�b of totally inaccessible stopping times with intensities

λa
t := a1 + a21{τb≤t}�

λb
t := b1 + b21{τa≤t}�

(4.8)

for some a1 > 0, a1 +a2 > 0, b1 > 0, b1 +b2 > 0. Because of the looping nature
of the model, the conditional survival probabilities

Si
t(T ) := P[{τi > T }|Ft]� i ∈ {a�b}�

are difficult to compute. Therefore, (JY) modified their original model so that
one of the two default arrival times is independent from the other and has
constant intensity. This latter model breaks the recursiveness in the definition
of the default times and thus belongs to the class of models that satisfy the
no-jump condition.

Because of the intricate dependence between the default arrival time of
firm a and that of firm b, the counterparty-risk model specified by (4.8) does
not belong to the Cox process framework and thus constitutes a good candi-
date for the failure of the no-jump condition. In fact, Kusuoka (1999) used
a similar example to demonstrate that the no-jump condition is not invariant
under an equivalent change of probability measure.14

4.3.1. Survival Probabilities

Using the results of the previous section, here we demonstrate that the
conditional survival probabilities possess simple analytic solutions. Define the
probability measures (Pi)i=a�b by

dPi

dP

∣∣∣∣
F∞

=Zi
T := 1{τi>T } exp

[∫ T

0
λi
s ds

]
�(4.9)

and let (Fi)i=a�b denote the corresponding completed filtrations. Using the ex-
pectation formula (B.1), we find that the conditional survival probabilities of
the two firms are given by

Si
t(T )=E

[
1{τi>T }|Ft

] = 1{τi>t}E
i
[
e−∫ T

t λis ds|F i
t

]
�(4.10)

where the superscript on the expectation operator refers to the measures
defined in (4.9). From Lemma 1 it follows that {τa ≤ T } is a null set of the
probability measure Pa. This implies that the intensity of firm b is almost surely

14Note that the model of Section 4.2 also provides such an example since the default intensity is
constant under the objective probability measure, but jumps at event dates under the risk-neutral
measure.
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constant under this probability measure. As a result, the conditional expecta-
tion in (4.10) can be easily computed for firm a (a symmetric expression holds
for firm b) as

Sa
t (T )= 1{τa>t}

[
1{τb>t}V

1�a
t (T )+ 1{τb≤t}V

2�a
t (T )

]
� where(4.11)

V 2�a
t (T ) := e−(a1+a2)(T−t)�(4.12)

V 1�a
t (T ) := a2e

−(a1+b1)(T−t) − b1e
−(a1+a2)(T−t)

a2 − b1
�(4.13)

The interpretation of the expression for V 2�a is straightforward since, condi-
tional on the event {τb ≤ t}, the default arrival time of firm a has intensity
a1 + a2. On the other hand, the expression for V 1�a corresponds to computing
the survival probability of firm a conditional on the event {τb > t}, but effec-
tively ignoring the potential impact of a jump in the intensity of firm b on the
intensity of firm a. Again, the intuition is that since we are only interested in
those paths where firm a does not default, we can ignore those paths where the
intensity of firm b jumps before the survival horizon.

4.3.2. Joint Distribution

Our approach can also be used to derive the joint distribution of default
times in the counterparty credit risk model. To this end, we start by observing
that

P[{τa ≤ T�τb ≤U}|Ft] = 1 − Sa
t (T )− Sb

t (U)+ Sa�b
t (T�U)�

where we have set

Sa�b
t (T�U) := P[{τa > T�τb > U}|Ft]�

Thus, to obtain the joint distribution of default times we only need to compute
the joint probability of survival Sa�b. Assuming, without loss of generality, that
U ≥ T , we find

Sa�b
t (T�U) = E

[
1{τa>T }1{τb>U}|Ft

]
= E

[
1{τa>T }1{τb>T }V

1�b
T (U)|Ft

]
= 1{τa>t}1{τb>t}E

a�b
[
e−∫ T

t (λas +λbs )dsV 1�b
T (U)|Fa�b

t

]
= 1{τa>t}1{τb>t}e

−(a1+b1)(T−t)V 1�b
T (U)�
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where we have used the law of iterated expectations, (4.11), and the absolutely
continuous change of probability measure

dPa�b

dP

∣∣∣∣
F∞

=Za
TZ

b
T

with augmented filtration (Fa�b). Knowledge of the joint distribution can be
particulary useful for analyzing securities that depend on the correlation struc-
ture of default events. Many credit derivatives such as first to default contracts,
collateralized debt or loan obligations, or basket default options, for example,
fall into that category. The next example shows how the counterparty structure
could have a sizeable impact on the valuation of such a credit derivative.

4.3.3. Collateralized Debt Obligation

Here we investigate the impact of counterparty risk on the valuation of a
collateralized debt obligation (CDO). Such an investment vehicle typically con-
sists of an underlying pool of risky bonds, whose cash flows are repackaged into
tranches of different seniority levels, which are then sold to investors. These
tranches offer investors different levels of default-risk exposure.15

As an example, consider a CDO backed with a pool of two risky bonds i ∈
{a�b}, each with terminal payoff given by

1{τi>T } +R1{τi≤T }

for some constant recovery rate R≤ 1. We specify that the risk-free rate is con-
stant and that the risk-neutral default intensities for the default arrival times
are given by (4.8). Using results from the previous paragraph, we find that the
price of firm i’s risky bond at date t = 0 is given by

Bi = e−rT [R+ (1 −R)V 1�i
t (T )]�

We assume that the CDO is structured with two tranches: a safe tranche T 1

that pays one dollar unless both firms in the pool default, in which case it will
pay R, and a ‘toxic waste’ tranche T 2 that is a claim to the residual cash flows
of the underlying pool of bonds. Using the results from the previous section,
we find that the initial values of these two tranches are given by

T 1 = Ba +Bb − T 2�

T 2 = e−rTE
[
R+ (1 −R)1{τa>T }1{τb>T }

]
= e−rT

[
R+ (1 −R)e−(a1+b1)T

]
�

15Duffie and DeMarzo (1999) provide an analysis of the economic motives behind such struc-
tures.
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In contrast to the pricing of individual bonds, the pricing of CDO’s depends
critically on the nature of default event risk correlation. For example, tranche
T 1 is safer than either of the bonds in the pool since it experiences a short-fall
only if both firms default. The likelihood of this occurring is clearly a function
of any contagious response between the two firms. Hence, an incorrect assess-
ment of that correlation could have detrimental consequences for investors.
Indeed, suppose that investors assume that the risk-neutral default intensities
of bonds a and b are constants (�a� �b). In such an i.i.d. world the prices of the
risky bonds and various tranches would be:

Bi
iid = e−rT [R+ (1 −R)e−�iT ]�

T 2
iid = e−rT

[
R+ (1 −R)e−(�a+�b)T

]
�

T 1
iid = Ba

iid +Bb
iid − T 2

iid�

Since bond prices are observable, investors must value them correctly and
hence must calibrate the risk-neutral default intensities (�a� �b) in such a way
that Bk

iid = Bk holds for both bonds. Using this calibration, it follows immedi-
ately from the definition of the tranches that

T 1
iid − T 1 = T 2 − T 2

iid = e−rT (1 −R)[Sa�b
0 (T�T )− Sa

0(T )S
b
0(T )]�

Now assume that the real model exhibits contagion in the sense that both a2

and b2 are positive. Using the results of the previous paragraph, we find that in
this case

Sa�b
0 (T�T )− Sa

0 (T )S
b
0(T )

= Sa�b
0 (T�T )

[
1 − Sb

0(T )
a2 − b1e

−(a2−b1)T

a2 − b1

]
> 0�

Thus, investors are over-valuing the safe tranche and under-valuing the risky
tranche if they assume an i.i.d. structure. The intuition behind this result is that
the difference between the safer tranche T 1 and the riskier tranche T 2 can be
viewed as a credit derivative that pays (1 − R) if and only if exactly one firm
defaults before maturity. In a world with contagion, the probability that both
firms will default by date T is larger than in the i.i.d. world, in turn reducing
the value of that credit derivative.

Under the i.i.d. assumption, even though investors value risky bonds
correctly, they are ignoring the counterparty-risk correlation structure which
affects the valuation of CDOs.16 Alternatively, this example suggests that if
CDO tranches are correctly priced (i.e., if markets are efficient), then the joint

16It is interesting to observe that in practice investment banks tend to hold on to the so-called
risky tranches and sell off the safe tranches to investors.
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observation of CDO prices and corporate bond prices provides a mechanism
for determining the correlation structure underpinning the risk-neutral default
arrival times.

4.4. Affine Jump Diffusions

For our last example, we investigate a more general framework where both
the risk-free rate r and default intensities are functions of an affine state vector
process. Because this state process can jump at both default and nondefault
dates, this example nests all previous deviations from the no-jump condition.

Following Duffie, Pan, and Singleton (2000), we start from a complete prob-
ability space (Ω�F�F�P) and assume that X : R+ × Ω → D ⊆ Rn is a strong
Markov process solving the stochastic differential equation:

dXt = µ(Xt)dt + σ(Xt)dYt +
m∑
i=1

dQi
t�(4.14)

where {µ�σ} :D→ Rn×Rn×n are deterministic functions, Y is an n-dimensional
standard Brownian motion, and (Qi)mi=1 are m strongly independent pure
jump processes whose jumps have some probability distributions (νi)mi=1 on
Rn and arrive with intensities (λi(Xt))

m
i=1 for some deterministic functions

λi :D→ R+\{0}.
The affine structure is imposed on the deterministic functions driving the

stochastic differential equation (4.14) and on the risk-free interest rate func-
tion r :D→ R+ as follows:

(i) µ(x)=K0 +K1x, for some (K0�K1) ∈ Rn × Rn×n;
(ii) [σσ�](x)= (H0)+ (H1) · x, for some (H0�H1) ∈ Rn×n × Rn×n×n;
(iii) λi(x)= �i0 + �i1x, for some (�i0� �

i
1) ∈ R × R1×n;

(iv) r(x) = ρ0 + ρ1x, for some (ρ0�ρ1) ∈ R × R1×n.
Now let Cn denote the set of n-dimensional complex numbers. We specify the
jump distributions (νi)mi=1 indirectly through their Fourier transforms:

θi(c) :=
∫

Rn

ec·z dνi(z)� c ∈ Cn�

Sufficient restrictions on the coefficients (K�H���ρ) that guarantee the exis-
tence and regularity of the process X for a given initial condition can be found
in Duffie and Kan (1996), Duffie, Pan, and Singleton (2000), Duffie, Filipovic̀,
and Schachermayer (2003) among others. For simplicity, we assume that P is
the risk-neutral pricing measure.

Assume that default of firm 1 is triggered by the first increase of the counting
process N1 associated with the pure jump process Q1 (see Brémaud (1981) for
the definition of counting processes),

τ1 := inf{t ≥ 0 :N1
t > 0}�
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Consider a defaultable bond issued by firm 1 whose recovery rate is equal to a
constant fraction (1 − δ) of its pre-default market value. Using Proposition 2,
we find that prior to maturity the ex-dividend value of this defaultable bond is
given by St = 1{τ1>t}V ′

t , where

V ′
t :=E′[e−∫ T

t [r+δλ1](Xs)ds|F ′
t

]
�

Using the results of Lemma 1 in conjunction with the definition of the
process X and well-known properties of affine models, we obtain an explicit
expression for V ′:

V ′
t = exp[α(t)+β(t)Xt]�(4.15)

where the deterministic functions α : [0�T ] → R and β : [0�T ] → R1×n solve the
system of ordinary differential equations (ODE’s):

∂tβ= ρ1 + δ�1
1 −K∗

1β− 1
2
β∗H1β−

m∑
i=2

�i1[θi(β)− 1]�

∂tα = ρ0 + δ�1
0 −K0β − 1

2
β∗H0β−

m∑
i=2

�i0[θi(β)− 1]�

subject to the boundary conditions α(T) = β(T)= 0. The proof of this result,
as well as sufficient conditions for the existence of solutions to the above sys-
tem, can be found in Duffie, Pan, and Singleton (2000) and Duffie, Filipovic̀,
and Schachermayer (2003) and thus is omitted.17

Due to the affine specification under consideration, we can explicitly
characterize the impact of passing to the modified probability measure P ′ by
computing the conditional expectation

Vt :=E
[
e−∫ T

t [r+δλ1](Xs)ds|Ft

]
�

The latter maintains the exponential-affine structure, and is given by

Vt := exp[A(t)+B(t)Xt]�

17Note that if we set R(x) := [r + δλ1](x) = ρ0 + δ�1
0 + (ρ1 + δ�1

1)x, then the valuation of our
defaultable bond amounts to the computation of the conditional expectation

E′[e− ∫ T
t R(Xs)ds|F ′

t

]
which is similar to the solution of a risk-free zero-coupon bond for some modified affine risk-free
rate.
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where the deterministic functions A : [0�T ] → R and B : [0�T ] → R1×n satisfy
the system of ODE’s:

∂tB = ρ1 + δ�1
1 −K∗

1B − 1
2
B∗H1B −

m∑
i=1

�i1[θi(B)− 1]�

∂tA = ρ0 + δ�1
0 −K0B − 1

2
B∗H0B −

m∑
i=1

�i0[θi(B)− 1]�

with the boundary condition A(T) = B(T) = 0. Comparing V ′ and V , we see
that the two solutions are identical if and only if

�1
1[θ1(B)− 1] = 0 and �1

0[θ1(B)− 1] = 0�

This condition is satisfied either if there is no default (�1 = 0), or if the jump
in V at the date of default is zero, which corresponds to the no-jump condition
discussed previously. In some sense, the incorrect solution accounts twice for
the jump to default. First, through the increased discount rate; second, through
the impact of the jump to default on the distribution of interest rate and in-
tensity used in the computation of the expectation. When using the modified
probability measure P ′, only the former effect remains.

An interesting implication of the above results is that it is possible to obtain
an exponential-affine expression for defaultable bonds even if the dynamics of
the state vector are not affine. Indeed, suppose we modify slightly the model
to allow the Fourier transform characterizing the jump distribution to be some
function of the state:

θ1(t� c�ω) := θ1(c�Xt−)� c ∈ Cn�

Then, the solution of the defaultable bond is unchanged and thus is still given
by (4.15). In contrast, V in general will not maintain its simple exponential-
affine structure and may not possess an analytic solution at all.

REMARK 3: In the analysis of the counterparty credit risk model (equa-
tion (4.8)) used in the last example we have assumed that the intensity
coefficients {a1� a2� b1� b2} are constant. Note that it would be straightforward
to relax this assumption by using the generalized structure of this section. For
example, by specifying that the credit events of firm i = 1� � � � �m are trig-
gered by the increases in the counting process Ni associated with the jump
process Qi, we obtain a model with m firms that face counterparty risk. Indeed,
each firm’s intensity will be affected by another firm’s credit event through the
jump in the state vector X . Our approach thus delivers closed-form solutions
even in this more general case with time-varying parameters and an arbitrary
number of firms sharing in the contagion.
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5. CONCLUSION

It has been shown previously that, under a suitable no-jump condition, the
price of a defaultable security is equal to its risk-neutral expected discounted
cash flows if a modified discount rate is used to account for the possibility of
default. In this paper, we generalize this result by demonstrating that even in
cases where the no-jump condition is violated, the same risk-adjusted valuation
formula obtains provided that the expectation is taken under a new probability
measure. This probability measure is only absolutely continuous relative to the
risk-neutral probability measure because it puts zero mass on paths where de-
fault occurs prior to the maturity. We investigate several examples where the
no-jump condition is violated in order to illustrate the power and usefulness of
our general formula.
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APPENDIX A: SOME TECHNICAL RESULTS

This appendix gathers technical results that either were discussed in the main part of the paper
or are needed in the proof of our main results. The first of these results establishes a sufficient
condition for the martingale property of a stochastic integral with respect to M and was used in
passing from (3.1) to (3.3).

LEMMA A.1: If the predictable process R satisfies condition (3.2) for some constant p ∈ [1�∞),
then the process defined by

It(R) :=
∫ t

0
Rs dMs = Rτ1{τ≤t} −

∫ τ∧t

0
Rsλs ds

is a uniformly integrable martingale with respect to (F� P).

PROOF: The given process being a local martingale, all there is to prove is that it is uniformly
integrable. Using the definition of the pure jump martingale M in conjunction with Davis’ in-
equality we have that

E

[
sup
t≥0

|It(R)|
]

≤ C ·E[
1{τ<∞}|Rτ|

] ≤ C ·E
[

sup
t≥0

|Rt |
]

holds for some nonnegative constant C , and the desired result now follows from condi-
tion (3.2). Q.E.D.

The next lemma establishes the martingale property of the single jump process Z defined
by (3.6) and is the basis for the definition of the absolutely continuous probability measure P ′ .
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LEMMA A.2: Assume that condition (2.3) holds and fix some nonrandom time T ≤ ϑ. Then the
nonnegative process defined by

Zt := 1{τ>t∧T }Λt∧T = 1{τ>t∧T } exp
(∫ t∧T

0
λs ds

)

is a uniformly integrable (F� P)-martingale, which is almost surely strictly positive on the stochastic
interval [[0� τ[[.

PROOF: Using Itô’s lemma for processes with jumps in conjunction with the definition of the
pure jump martingale M , we have that

−dZt = 1{t<T }Zt− dMt = 1{t<T }Zt−
(
d1{τ≤t} + 1{τ>t}λt dt

)
�

It follows that Z is a (F� P)-local martingale. Furthermore, due to the integrability condition (2.3),
the maximal function supt≥0 |Zt | is integrable under the probability measure P . Hence, we con-
clude that the process Z is a uniformly integrable martingale. Q.E.D.

The following lemma establishes a form of Bayes’ rule for conditional expectations under two
absolutely continuous probability measures and will be used repeatedly in the proof of our main
results.

LEMMA A.3: Assume that the probability measure Q is absolutely continuous with respect to P
and denote by (Lt)t≥0 its density process. Then the conditional expectations formula

E[L∞H|Ft] = LtE
Q[H|Qt]

holds for all Q-integrable random variables. Here EQ[·] denotes the expectation operator under the
probability measure Q and the filtration Q := (Qt )t≥0 is the augmentation of F by the null sets of Q.

PROOF: Let H be a random variable satisfying the conditions of the statement, fix an arbitrary
t ≥ 0, and define

C := LtE
Q[H|Qt] = LtE

Q[H|Ft]�

where the second equality follows from the definition of the augmented filtration Q = (Qt )t≥0.
The random variable C being Ft -measurable, all there is to establish in order to complete the
proof of the lemma is that the identity E[1{A}C] = E[1{A}LTH] holds for any event A ∈ Ft . Using
the definition of the random variable C , we obtain

E[1{A}C] = E
[
1{A}LtE

Q[H|Ft]
]

= E
[
1{A}E[L∞|Ft ]EQ[H|Ft ]

]
= E

[
1{A}L∞EQ[H|Ft ]

] = EQ
[
1{A}EQ[H|Ft]

]
= EQ[1{A}H] =E[1{A}L∞H]�

where the second equality follows from the (F� P)-martingale property of the process L; the third
and fifth equalities follow from the law of iterated expectations and the fourth and last equalities
follow from the definition of the density process. Q.E.D.
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APPENDIX B: PROOFS

This appendix contains all the proofs of the results in the main part of the paper. We start with
the proof of our main result, Theorem 1.

PROOF OF THEOREM 1: From Lemma A.2 we have that the nonnegative process Z is a uni-
formly integrable martingale and that P ′ is a well defined probability measure that is absolutely
continuous with respect to P . Hence, it follows from Lemma A.3 that

ZtE
′[H|F ′

t ] = 1{τ>t}ΛtE
′[H|F ′

t ] = E[ZTH|Ft](B.1)

holds for all P ′-integrable random variables. Let t < T be an arbitrary but fixed time and denote
by S′ the process on the right-hand side of (3.5). Using the definition of Z and (3.3) we obtain

St = E

[
BtX

BT

1{τ>T } +
∫ T

t

1{τ>s}
BtRs

Bs

λs ds
∣∣∣Ft

]

= E

[
BtX

ΛTBT

ZT +
∫ T

t

BtRs

ΛsBs

Zsλs ds
∣∣∣Ft

]

= E

[
BtX

ΛTBT

ZT +
∫ T

t

BtRs

ΛsBs

ZTλs ds
∣∣∣Ft

]

= ZtE
′
[

BtX

ΛTBT

+
∫ T

t

BtRs

ΛsBs

λs ds
∣∣∣F ′

t

]
= S′

t �

Here, the third equality follows from the law of iterated expectations and the (F� P)-martingale
property of the process Z, while the fourth follows from conditions (2.3) and (3.2), the definition
of the probability measure P ′, Hölder’s inequality, and (B.1). Q.E.D.

PROOF OF LEMMA 1: Since Z is a locally bounded process by construction, we have that the
quadratic covariation process 〈L�Z〉 exists and satisfies

〈L�Z〉t =
∫ t

0
Zs− d〈L�M〉s�

The results in the statement are now straightforward consequences of the Girsanov theorem for
absolutely continuous probability measures, which was established by Lenglart (1977, Theorem
2 and 3). Hence, we omit the details. Q.E.D.

PROOF OF PROPOSITION 1: Let ht := E[H|Ft ] be the uniformly integrable martingale associ-
ated with the random variable

H := X

ΛTBT

+
∫ T

0

λsRs

ΛsBs

ds�

Using the definition of the process Λ in conjunction with (3.2) and Doob’s maximal inequality,
it is easily seen that h is an Hp martingale under the probability measure P . On the other hand,
combining (2.3) with Lemma A.2, we have that the process Z is an Hq martingale under the
probability measure P and it thus follows from Theorem 10.39 in He, Wang, and Yan (1992) that
the process

Lt := htZt − [h�Z]t = htZt + 1{τ≤T }Λτ�hτ

is a uniformly integrable martingale under the probability measure P . Coming back to the proof
itself, let S denote the ex-dividend price process of the security. Using the result of Theorem 1,
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we have that

St

ΛtBt

+
∫ t

0
1{τ>t}

λsRs

ΛsBs

ds = 1{τ>t}E′[H|F ′
t ]

= E[hTZT |Ft] =E
[
LT − 1{τ≤T }Λτ�hτ|Ft

]
= Lt −E

[
1{τ≤T }Λτ�hτ|Ft

]
= htZt − 1{τ>t}E

[
1{τ≤T }Λτ�hτ|Ft

]
holds for all t < T , where the second equality follows from (B.1), while the third and fourth
equalities follow from the definition and martingale property of L. Using the definition of the
process V in conjunction with the fact that Λτ�hτ = Bτ�Vτ gives the second equation in the
statement and our proof is complete. Q.E.D.

PROOF OF THEOREM 2: The first part of the statement follows directly from the results of
Antonelli (1993). In order to establish the second part, consider the adapted process defined by
S′ = V ′ on the stochastic interval [[0� τ ∧ T [[ and zero otherwise. Using (3.8), we find

S′
t = 1{τ>t}E′

[
ΛtBtX

ΛTBT

+
∫ T

t

ΛtBt

ΛsBs

Rs(V
′
s−)λs ds

∣∣∣F ′
t

]
(B.2)

= 1{τ>t}E′
[
ΛtBtX

ΛTBT

+
∫ T

t

ΛtBt

ΛsBs

Rs(V
′
s−)λs ds

∣∣∣F ′
t

]

= E

[
BtX

BT

1{τ>T } +
∫ T

t

BtRs(S
′
s−)

Bs

1{τ>s}λs ds
∣∣∣Ft

]
�

where the second equality follows from the fact that {τ ≤ T } is a null set of the probability mea-
sure P ′ and the third equality follows from (B.1), the definition of the process Z, and the fact
that, by assumption, we have R(0) = 0 almost everywhere. In order to complete our proof it is
now sufficient to show that the local martingale

It :=
∫ t

0

Rs(S
′
s−)

Bs

dMs

is in fact a uniformly integrable (F� P)-martingale since this will imply that S′ satisfies the funda-
mental valuation formula (3.1). To establish this martingale property we argue as follows. Using
the nonnegativity of the processes r and λ in conjunction with equation (B.2) and the uniform
Lipschitz condition (3.7), we have that

|S′
t| ≤ E

[
1{τ>T }|X| +

∫ T

0
1{τ>s}k|V ′

s−|ds
∣∣∣Ft

]

holds almost everywhere for some nonnegative constant k. Applying Davis’ inequality and using
the above expression in conjunction with the law of iterated expectations, we obtain that

E

[
sup
t≥0

|It |
]

≤ CE
[
1{τ≤T }|S′

τ−|] ≤ CE[|S′
τ−|]

≤ CE

[
1{τ>T }|X| +

∫ T

0
1{τ>s}k|V ′

s−|ds
]

≤ CE[|X|] +CE′
[∫ T

0
k|V ′

s−|ds
]
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holds for some nonnegative constant C where the equality follows from the definition of S′ and
the last inequality follows from the definition of the probability measure P ′. The first part of the
statement and (3.2) then imply that the right-hand side of the above string of inequalities is finite
and the desired martingale property follows. Q.E.D.

PROOF OF PROPOSITION 2: In order to establish the desired result we start by solving the
recursive equation (3.8) associated with the given default payoff process. Consider the F′-adapted
process defined by

V ′
t := E′

[
e− ∫ T

t δsλs ds
BtX

BT

∣∣∣F ′
t

]
�

As is easily seen, this process is uniformly integrable under P ′ and has the property that the
process

Lt := E′
[
e− ∫ T

0 δsλs ds
X

BT

∣∣∣F ′
t

]
= e− ∫ t

0 δsλs ds
V ′
t

Bt

is uniformly integrable under P ′. Using these facts in conjunction with Itô’s product rule and the
nonnegativity of (1 − δ)λ, we obtain that the process

V ′
t

ΛtBt

+
∫ t

0

λs(1 − δs)V
′
s

ΛsBs

ds =
∫ t

0
e− ∫ s

0 (1−δu)λu du dLu

is a uniformly integrable martingale under the probability measure P ′ and it follows that V ′ solves
the recursive equation (3.8) with the given default payoff process. The remaining claim in the
statement now follows from an argument similar to that used in the second part of the proof of
Theorem 2; we omit the details. Q.E.D.

PROOF OF PROPOSITION 3: Starting from the same space (Ω�F�F) as before, we take as given
in our construction a probability measure Q and an F-stopping time τ such that:

(i) the filtration F is complete with respect to the null sets of the probability measure Q;
(ii) the stopping time τ is totally inaccessible and has constant intensity � > 0 under the prob-

ability measure Q.
As in our main result, Theorem 1, let us define an absolutely continuous probability measure

by setting

dQ′

dQ

∣∣∣∣
Ft

= 1{τ>t∧T }e�(t∧T)�

and denote by Q′ := (Qt )t≥0 the corresponding augmented filtration. Consider the recursive sto-
chastic integral equation

Ut = EQ′

[
ΛtBtX

ΛTBT

+
∫ T

t

ΛtBt

ΛsBs

λs(Us−)Rs(Us−)ds
∣∣∣Q′

t

]
�

where the nonnegative, increasing, and adapted process Λ is defined as in (3.4) with λ = λ(U−).
Using the assumptions of the statement in conjunction with the results of Antonelli (1993), we
have that there exists a unique bounded solution (U ′

t )t≥0 to this recursive equation in the space
of Q′-adapted processes.

Note that λ(U−) is not the intensity of the default time under the probability measure Q.
Nevertheless, with all of this in place, we can now define a new probability measure under which
the default time does admit λ(U−) as its intensity process. To this end, consider the probability
measure defined by

dP

dQ

∣∣∣∣
Ft

= Yt :=
[

1 + 1{τ≤t}
λτ(Uτ−)− �

�

]
e�(τ∧t)

Λτ∧t
�
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Applying Itô’s product rule and using the boundedness of λ, we deduce that the process Y is a
strictly positive (F�Q)-martingale. It follows that P is an equivalent probability measure. Now
consider the bounded process defined by S = U on the stochastic interval [[0� τ ∧ T [[ and zero
otherwise. Using this notation and applying Girsanov’s theorem, we obtain that the stopping
time τ has intensity

1{τ>t}λt(Ut−) = 1{τ>t}λt(St−)

under the probability measure P and all there remains to establish in order to complete the proof
is that the candidate security price process satisfies the fundamental valuation equation (3.1).

To this end, let P ′ be the absolutely continuous probability measure defined by (3.6) with λ =
λ(U−) and denote by F′ := (F ′

t )t≥0 the corresponding augmented filtration. Using the definition
of the probability measures Q′ and P , we obtain that

dP ′

dQ

∣∣∣∣
Ft

=
(
dP ′

dP

∣∣∣∣
Ft

)
·
(
dP

dQ

∣∣∣∣
Ft

)
= 1{τ>t∧T }Λt∧T ·Yt

= 1{τ>t∧T }e�(t∧T) = dQ′

dQ

∣∣∣∣
Ft

holds almost everywhere and conclude that the probability measures P ′ and Q′ coincide. As a
result, the corresponding augmented filtrations must also coincide and we have that the process
(Ut)t≥0 is the unique bounded and F′-adapted solution to the recursive equation

Ut =E′
[
ΛtBtX

ΛTBT

+
∫ T

t

ΛtBt

ΛsBs

λs(Us−)Rs(Us−)ds
∣∣∣F ′

t

]
�

The fact that the candidate price process satisfies the fundamental valuation (3.1) now follows
from an argument similar to that used in the second part of the proof of Theorem 2. For the sake
of brevity we omit the details. Q.E.D.

REFERENCES

ANTONELLI, F. (1993): “Backward–Forward Stochastic Differential Equations,” The Annals of
Applied Probability, 3, 777–793.

BÉLANGER, A., S. SHREVE, AND D. WONG (2002): “A Unified Model for Default Risk,” Working
Paper, Department of Mathematical Sciences, Carnegie Mellon University.

BRÉMAUD, P. (1981): Point Processes and Queues: Martingale Dynamics, Series in Statistics. New
York: Springer-Verlag.

CHANG, G., AND S. SUNDARESAN (1999): “Asset Prices and Default-Free Term Stucture in an
Equilibrium Model of Default,” Working Paper, Columbia University.

COLLIN-DUFRESNE, P., R. GOLDSTEIN, AND J. HELWEGE (2002): “Is Credit Event Risk Priced?
Modeling Contagion via the Updating of Beliefs,” Working Paper, Carnegie Mellon University.

CONSTANTINIDES, G. (1992): “A Theory of the Nominal Term Structure of Interest Rates,” The
Review of Financial Studies, 5, 531–552.

DELBAEN, F., AND W. SCHACHERMAYER (1994): “A General Version of the Fundamental Theo-
rem of Asset Pricing,” Mathematische Annalen, 300, 463–520.

DELLACHERIE, C., AND P.-A. MEYER (1980): Probabilités et Potentiels. Chapitres 5 à 8: Théorie des
Martingales., Vol. 1385 of Actualités Scientifiques et Industrielles. Paris: Hermann.

DRIESSEN, J. (2002): “Is Default Event Risk Priced in Corporate Bonds,” Working Paper, Uni-
versity of Amsterdam.

DUFFIE, D., AND P. DEMARZO (1999): “A Liquidity Based Model of Security Design,” Econo-
metrica, 67, 65–99.



VALUING DEFAULTABLE SECURITIES 1407

DUFFIE, D., D. FILIPOVIC̀, AND W. SCHACHERMAYER (2003): “Affine Processes and Applications
in Finance,” The Annals of Applied Probability, 13, 984–1053.

DUFFIE, D., AND R. KAN (1996): “A Yield-Factor Model of Interest Rates,” Mathematical Fi-
nance, 6, 379–406.

DUFFIE, D., AND D. LANDO (2001): “Term Structures of Credit Spreads with Incomplete Ac-
counting Information,” Econometrica, 69, 633–664.

DUFFIE, D., J. PAN, AND K. SINGLETON (2000): “Transform Analysis and Option Pricing for
Affine Jump-Diffusions,” Econometrica, 68, 1343–1376.

DUFFIE, D., M. SCHRODER, AND C. SKIADAS (1996): “Recursive Valuation of Defaultable Se-
curities and the Timing of Resolution of Uncertainty,” The Annals of Applied Probability, 6,
1075–1090.

DUFFIE, D., AND K. SINGLETON (1999): “Modeling Term Structures of Defaultable Bonds,” The
Review of Financial Studies, 12, 687–720.

ELLIOTT, R., M. JEANBLANC, AND M. YOR (2000): “On Models of Default Risk,” Mathematical
Finance, 10, 179–196.

HARRISON, M., AND D. KREPS (1979): “Martingales and Multiperiod Securities Markets,” Jour-
nal of Economic Theory, 20, 381–408.

HE, S., J. WANG, AND J. YAN (1992): Semimartingale Theory and Stochastic Calculus. New York:
CRC Press.

JARROW, R., D. LANDO, AND S. TURNBULL (1997): “A Markov Model for the Term Structure of
Credit Spreads,” The Review of Financial Studies, 10, 481–523.

JARROW, R., D. LANDO, AND F. YU (2000): “Default Risk and Diversification: Theory and Ap-
plication,” Working Paper, Cornell University.

JARROW, R., AND S. TURNBULL (1995): “Pricing Derivatives on Financial Securities Subject to
Credit Risk,” Journal of Finance, 50, 53–86.

JARROW, R., AND F. YU (2001): “Counterparty Risk and the Pricing of Defaultable Securities,”
Journal of Finance, 56, 1765–1799.

JEANBLANC, M., AND M. RUTKOWSKI (2001): “Default Risk and Hazard Process,” in Mathemati-
cal Finance: Proceedings of the Bachelier Congress, Paris 2000, ed. by S. P. H. Geman, D. Madan,
and T. Vorst. Berlin: Springer-Verlag, 281–313.

KUSUOKA, S. (1999): “A Remark on Default Risk Models,” Advances in Mathematical Economics,
1, 69–82.

LANDO, D. (1998): “On Cox Processes and Credit Risky Securities,” The Review of Derivatives
Research, 2, 99–120.

LENGLART, E. (1977): “Transformations des Martingales Locales par Changements Absolument
Continu de Probabilités,” Zeitschrift für Warscheinlichskeitstheorie und verwandte Gebiete, 39,
65–70.

LONGSTAFF, F. (2001): “The Flight to Liquidity Premium in U.S. Treasury Bond Prices,” Journal
of Business, forthcoming.

LONGSTAFF, F., AND E. SCHWARTZ (1995): “A Simple Approach to Valuing Risky Fixed and Float-
ing Rate Debt,” Journal of Finance, 50, 789–821.

LUCAS, R. E. (1978): “Asset Prices in an Exchange Economy,” Econometrica, 46, 1426–1446.
SCHONBÜCHER, P. (1997): “A LIBOR Market Model with Default Risk,” Working Paper, ETH

Zurich.


