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Abstract

Federated learning (FL) and decentralized learning (DL) are two of the main competitors in the

space of distributed machine learning algorithms.

In this report, we investigate the viability of machine learning models trained partially using one

algorithm and partially using the other, yielding unexpected insights into the relationship between

both original algorithms.

We present how a change in the learning algorithm during the learning process empirically impacts

the usual performance metrics of distributed learning, by running real-world ML pipelines on this

hybrid setup and comparing the results against that of the stock implementations of FL and DL.

We then suggest ways in which these findings can be used to improve the current state-of-the-

art algorithms with minimal modifications.
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Chapter 1

Introduction

Machine learning (ML) has enjoyed large amounts of research and development over the last

decade[7]. Most notably, the larger datasets made available and the vast increase in computing power

have enabled significant progress in the feasibility and quality of various ML techniques. At first,

typical ML pipelines only involved one computer, which would be tasked with some computation to

carry out on an entire dataset. However, it later became apparent that such monolithic methods

had innate problems, such as the computing power of a single computer not evolving as fast as

hoped, or the more recent concerns about data privacy. This led to the development of distributed

ML methods, which make use of several machines to reduce the amount of computing to be done

on a single node, and provide ways to account for data privacy.

This decentralization of computing came with its own set of issues, as decentralized systems

have well-studied limitations. In particular, it is not possible to detect from a worker node whether

another node has failed, unless very specific assumptions are made about the underlying network.

There are also legal constraints on the algorithms that may be deployed on such systems: some

applications manipulate data so sensitive that it may not be shared from one node to the other. This

means that only the worker node that holds a given data point is able to make meaningful, direct

use of it. In this scenario, it may not even be the case that the data is independent and identically

distributed across nodes.

Nonetheless, several distributed ML algorithms emerged that fit the constraints described

above. Most notably, two competing architectures for distributed ML were developed with different

assumptions:

Federated Learning (FL) [6] makes a difference between worker nodes, and a server node that

is typically assumed to be perfectly available. Workers receive a model from the server, perform

some work on it, and send their updated model back to the server. The server is tasked with the

distribution of the current model, followed by the aggregation of the updated ones to form the next
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model to distribute. This cycle is repeated a large number of times or until satisfactory performance

is reached. This approach mitigates the issue of data privacy by guaranteeing that no raw data ever

leaves a given node, but the main issue arising in monolithic setups remains: a failure from a single

node can prevent all progress, if that node happens to be the centralizing server.

Decentralized Learning (DL) [4] discards the idea of centralizing the models, by assigning to

each node a set of neighbors (which are themselves other worker nodes). Here, each node trains its

own model, shares it and obtains that of its neighbors, and merges them all into one. In a sense, each

node behaves as a server for its neighborhood set. This method solves the issue of the availability

requirements of any given node, as there is no single node whose failure would paralyze the whole

system. In general, DL usually yields a slower convergence than that of FL, as nodes will only get

updates from their closest neighbors and do not immediately benefit from the work of nodes that

are further away in the neighborhood graph.

From the descriptions of both distributed learning algorithms we presented, we can notice a

gap in their working hypotheses: we observe that the requirement that a server is always available

can be relaxed into assuming that a server is occasionally available, but is not guaranteed to be.

For example, the main server might irreversibly crash in the middle of a federated learning session,

in which case one might want the workers to switch to DL for the remainder of the session. The

opposite situation is also of interest, where one starts a DL session but wishes to possibly improve

its results by performing FL iterations when the centralizing server later becomes available.

We therefore propose to study the behavior of such models in various settings that display their

strengths and limitations. Since these models are trained in a way that is very similar to previously

known distributed ML techniques, we will also study whether the results we obtain can be useful for

improving the quality of ML pipelines that are currently used at large.

In this report, we analyze the performance of models trained partially in one algorithm and par-

tially in the other. We explore the relationship between the model performance and the proportion

of training rounds spent in one algorithm or the other. We also perform experiments to understand

whether iterations that happen earlier in the learning process have a stronger impact on the overall

learning quality than later ones. Finally, we also apply the results we obtain to improve the current

state-of-the-art algorithms using very few modifications.

The research questions we ask are the following:

• How does a change in the learning algorithm caused by a centralized server crash or recov-

ery influence the quality of distributed learning?

• Is it possible to exploit these findings to improve the quality of distributed learning in any

of the original algorithms?
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To the best of our knowledge, the idea of using both FL and DL algorithms on a single model is

new, the experiments we describe have never been performed, and the results we obtain have never

been reached.
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Chapter 2

Background

In this section, we will provide a short introduction to several topics that we assume to be familiar to

the reader. These revolve around machine learning, both on a single machine and distributed on a

computing cluster. We also provide pointers to external resources that present these concepts in

much greater depth.

2.1 Supervised learning with neural networks

Machine learning can mostly be split into three categories:

• Supervised learning[2], which deals with the problem of finding a relationship between some

data points and their associated label, essentially learning to mimic an unknown function.

When the labels are discrete, for example when training a model that differentiates between

images of cats and dogs, the problem is called a "classification problem". Otherwise, i.e. when

the labels are continuous, it is called a "regression problem".

• Unsupervised learning[1] deals with the problem of finding patterns in data which has no label,

such as finding clusters of similar data points, or projecting them onto a lower-dimensional

space while maintaining as much variance as possible.

• Reinforcement learning[5], which deals with systems that need to make decisions and are

rewarded or punished by their environment.

In this report, we are exclusively interested in supervised learning.
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2.1.1 Supervised learning

The typical problem encountered in supervised learning goes as follows: Suppose we are given an

ordered list of xi ’s, where xi ∈Rk , as well as their associated yi ∈ E ⊂R. We initially have no idea of

the relationship between xi and yi .

We strive to find a deterministic function (a model) f so that f (xi ) ≈ yi for every i . Ideally, this

model generalizes correctly to unseen data, so that we have effectively found a reliable relationship

between the input and the output data.

A good example of a simple supervised learning problem is ordinary least-squares regression,

where we only consider functions of the form f (xi ) =∑k
j=1 w j ∗ (xi ) j . The problem is to find fitting

w coefficients, so that f indeed approximates the relationship between xi and yi . We can compare

how well two such coefficient vectors fit by preferring the one that minimizes the least square loss

(
∑n

j=1( f (xi )− yi )2). A well-known result gives that the optimal weights can be computed analytically

using the formula w = (X T ∗X )−1 ∗X T ∗Y , where Xi , j = (xi ) j and Yi = yi .

This specific problem shows the general pattern of supervised learning. We pick a family of

models to consider, along with a loss function that enables the comparison of the performance of

such models. We then pick the model that has the lowest loss on the given labeled data.

While this general pattern is simple to follow on paper, it has a major issue: it is very common that

the family of models we initially considered as candidates is infinite (each wi has an uncountably

infinite range in OLS regression, for example). Minimizing the loss is therefore typically impossible

to brute-force, and rarely has a closed-form solution as above. There are several ways to find a

’good-enough’ model in this scenario, such as gradient descent or coordinate descent.

2.1.2 Neural networks

While OLS regression is very efficient to optimize, most problems do not display a simple linear

relationship between the input and the output variables, which is a major assumption of linear

regression techniques. Fortunately, another family of models has much better flexibility at the cost

of having no known closed-form solution. Members of this family are called neural networks[9].

The general idea is to apply a chain of linear transformations to the xi vector, each followed

by the application of a non-linear activation function, which ensures that each layer is not a linear

transformation itself.

A first surprising result about neural networks is that they are a universal function approximator,

which roughly means that most functions can be reasonably well approximated by a neural network.

This is particularly important for supervised learning, which deals with unknown relationships

between inputs and outputs. Indeed, if there is a reasonable function between the data and the
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labels (yi ≈ f (xi )), then one can find weights for a neural network that makes it behave as the

function f .

A second result about neural networks is that several of them can be averaged weight-wise

to obtain a new network that performs approximately as well as if it were trained on all datasets

involved. This enables parallelization of ML tasks on different physical nodes, each with its own

dataset: each node trains a local model, shares it with the others and averages all of the received

models into one aggregated model. Ignoring communication concerns, this yields a learning time

speedup that is linear in the number of nodes in the network. There are several kinds of architectures

of such distributed learning systems, which we detail in the next section.

2.2 Distributed learning systems

Distributed machine learning is a set of techniques that diverges from centralized methods by

distributing the responsibility of training across multiple computing nodes. In contrast to traditional

approaches that aggregate all data for training in a single location, distributed machine learning

allocates data and computation among various nodes. This decentralized framework enhances

scalability, efficiency, and privacy, making it suitable for applications dealing with extensive datasets

and prioritizing data locality.

The subsequent paragraphs delve into two specific aspects of distributed machine learning:

federated learning and decentralized learning. They differ in the way individual workers share their

updates with the others.

2.2.1 Federated learning

Federated learning (FL) is one of the main paradigms of distributed ML. It makes use of a central

server that is tasked with the aggregation and distribution of models from the worker nodes, but

does not perform training work per se.

In a typical FL training round, workers obtain the model from the central server, update the

model by a fixed amount of training on their local dataset and share the updated model back to

the server. The server itself is usually assumed to be perfectly available, as nodes have no way of

communicating with each other otherwise. While this requirement of availability is fairly strong, it

enables a very fast convergence of model updates: the training done by some worker will be included

in the next round of every other worker, meaning that worker nodes will have less of a tendency to

overfit on local data.

More precisely, we will assume in this report that FL behaves as described in the following

algorithms:
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Algorithm 2.2.1 Server-side Federated Learning

current_model ← random initialization;
for iteration ∈ {0..max_iters} do:

for node ∈ workers do:
send current_model to node;

end for
for node ∈ workers do:

received[node] ← await answer from node;
end for
current_model ← aggregate(received);

end for

Algorithm 2.2.2 Worker-side Federated Learning

for iteration ∈ {0..max_iters} do:
current_model ← await server model;
current_model ← train(current_model, dataset[iteration]);
send current_model to server;

end for

While the server-side aggregation method is left unspecified, it is typically done by averaging

weights in the case of neural networks, which is how we will use FL in this report.

2.2.2 Decentralized learning

The main alternative to FL is called Decentralized Learning (DL). It removes the assumption that

a centralizing server be available at all times. Instead, each individual node has the responsibility

of both training its model and propagating its updates to its assigned group of other neighboring

nodes.

The main idea behind this configuration is that each node essentially behaves like a ’server’ for

its neighbors. This has the benefit of having no critical dependency on a single machine, as a failure

of a given node is mostly quarantined to its neighborhood set. However, model updates tend to

propagate fairly slowly, which means that a model in a given worker node tends to perform better

on data located on a node that is close in the neighborhood graph. Conversely, local models might

poorly generalize to data that is located on a far worker node. This means that DL systems might

display a tendency to overfit on their local training data, more so than their FL counterparts.

In this report, we will use the following DL algorithm:
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Algorithm 2.2.3 Decentralized Learning

current_model ← random initialization;
for iteration ∈ {0..max_iters} do:

for node ∈ neighbors do:
send current_model to node;

end for
for node ∈ neighbors do:

received[node] ← await answer from node;
end for
current_model ← aggregate(received);
current_model ← train(current_model, dataset[iteration]);

end for
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Chapter 3

Experiment design

As mentioned in the introduction, we strive to study how well models generated by FL and DL

behave when they are swapped into the other algorithm for further training. We therefore design

experiments that reveal the influence of the various parameters at play.

3.1 Initial performance comparison

The first (and main) experiment consists of training an ML model using federated or decentralized

learning for a fixed amount of iterations, and reusing that partially trained model in the other

algorithm for the rest of the experiment, effectively ’swapping’ once (and once only). This simulates

a central server definitive crash or recovery, where the section during which the server is unavailable

is run in DL and the other in FL.

There are therefore two parameters to vary: the iteration at which we swap the algorithms

(which we call the swap point of the experiment), as well as the graph structure used by the DL

algorithm when it is actively running. We also measure the performance of pure FL and DL as a

control experiment, which are equivalent to a swap after the last iteration or before the first.

3.1.1 Decentralized graph

It is reasonable to expect the performance of decentralized learning to be influenced by the density

of the underlying graph of neighbors. We therefore run experiments on three different graphs:

• A ring (i.e. connected 2-regular) graph, which is the least dense among all connected regular

graphs.
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• A ⌈ln |V |⌉-regular graph, which is reasonably dense.

• A |V |/2-regular graph, as a demonstration of an extremely dense graph.

Note that we experiment with an |V |/2-regular graph and not a fully connected graph, as DL and FL

are indistinguishable in that case.

This variation in the graph density is meant to display a gradual transition, from DL runs that

are close to federated (highly dense graphs) to runs that are further away from FL behavior (sparser

graphs). While it is empirically clear that denser DL network architectures perform better than

sparser ones, it is possible that sparse network architectures can exploit pre-trained FL models

about as well as their dense counterparts. If that is the case, we should prefer them because of their

lower communication costs. This justifies why we investigate the importance of graph density when

swapping models.

3.1.2 Server crashes and recoveries

Orthogonally to the graph density, we also study the influence of the position of the swap point.

For example, we can place the swap point very early, effectively giving the second algorithm more

running time at the expense of the first.

The swap point variations will show how much the current algorithm matters to the final perfor-

mance of the model, relatively to the past training. Assume, for example, that the experiment at play

is running DL first, followed by FL after a swap point at iteration n. If at iterations occurring right

after n the model performed closely to DL, we could conclude that the performance of the model is

mostly explained by its past training. If however we observed that the model performance rejoins

that of ’pure’ FL, we would conclude that the algorithm that is running after the swap dictates per-

formance by itself, and the algorithm running before the swap is essentially not relevant. As we will

see, in practice, the degree to which the second algorithm influences the final model performance

relatively to the first one depends non-trivially on the position of the swap point.

When running our experiments, out of the 2000 iterations we run, we place a swap point at one

of iterations 100, 750, and 1500. When an experiment starts with FL and is followed by DL, we call

this experiment a crash experiment, in reference to its correspondence with a hypothetical server

failure that caused FL to become inoperable. Conversely, when we swap from DL to FL, we call the

experiment a recovery experiment.

3.1.3 The experiment with its parameters

Once we have fixed a graph, a swap point, and one of the two orderings of FL and DL in the

experiment, we will run the algorithms as described above for a total of 2000 training iterations,
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which are sufficient for decent convergence of both the original versions of FL and DL. More details

about the training dataset and hyper-parameters used are provided in the Implementation section.

We will measure the testing loss and accuracy every 50 iterations. Accuracy in particular will be our

main performance ranking metric.

3.2 Deeper analysis around server crashes and recoveries

As we will see in the Results section, the experiments described above show unexpected behavior

around the swap points. We therefore investigate the performance of the model around the swap

points in more detail, measuring the testing losses and accuracies at every iteration for 50 iterations

after a swap. This will give more insight on the influence of swaps on models, which was not covered

by the previous experiment.
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Chapter 4

Implementation

In this section, we provide the implementation details that are necessary for the reproduction of the

results obtained in the report. It presents the tooling we used for the experiments, a proof-of-concept

algorithm that performs the training with automated DL-FL swaps, as well as the hyperparameters

used in the training of node-local ML models.

4.1 DecentralizePy

We use DecentralizePy[3], a Python framework for distributed learning, developed at EPFL. Decen-

tralizePy provides functionality for the development and evaluation of distributed ML algorithms. It

notably includes modules for node-to-node communication, node-side ML algorithms, and a net-

work stack for peer-to-peer and client-server communication. We specifically leverage the network

stack to implement our experiments and use this implementation to evaluate the different cases.

4.2 Unified algorithm

While DecentralizePy already provides working implementations of both FL and DL, they are not

able to exchange models across algorithms by default. This is why we introduce a hybrid algorithm

that may perform swaps at will, in order to perform self-contained experiments. For the sake of

conciseness, we will nickname this algorithm Swap Learning for the rest of this report.
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4.2.1 Pseudocode and relationship to FL and DL

First, let us give a first draft of the mentioned algorithm, which first attempts to communicate with a

central server, and uses DL with a predetermined list of neighbors as a backup in the case of a server

failure. Naturally, since we are concerned with improving FL while embracing server unavailability,

the server part of the algorithm remains the same, and the worker-side algorithm is adapted to

handle the case where the server is unavailable. Algorithm 3.1.1 summarizes this definition.

However, we quickly noticed that this approach suffers from a flaw that exists in neither FL nor

DL: when the server recovers from a crash, its model is old yet has priority over the newer models

trained in the meantime. Under these conditions, all the work performed while the server was down

would be wasted. We thus introduce a worker-side flag that signals whether the last iteration was

successful in contacting the server or not. When receiving a model from the server, workers check

whether their last iteration also used a server model. If not, the local model is used instead of the

server one for a single iteration, so that the server may update its own model with up-to-date weights.

Algorithm 3.1.2 summarizes the patched version.

It is important to notice two properties: Swap Learning behaves exactly like FL when the server

is always available, and exactly like DL when the server is always down. This will be used extensively

in the experiments we run.

Algorithm 4.2.1 Worker-side Swap Learning (naive approach)

current_model ← random initialization;
for iteration ∈ {0..max_iters} do:

if server is reachable then :
current_model ← server model
current_model ← train(current_model, dataset[iteration]);
send current_model to server;

else:
for node ∈ neighbors do:

send current_model to node;
end for
for node ∈ neighbors do:

received[node] ← await answer from node;
end for
current_model ← aggregate(received);
current_model ← train(current_model, dataset[iteration]);
send current_model to server;

end if
end for
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Algorithm 4.2.2 Worker-side Swap Learning (patched)

current_model ← random initialization;
last_iteration_success ← True;
for iteration ∈ {0..max_iters} do:

if server is reachable then :
if last_iteration_success then

current_model ← server_model;
end if
current_model ← train(current_model, dataset[iteration]);
send current_model to server;
last_iteration_success ← True;

else:
for node ∈ neighbors do:

send current_model to node;
end for
for node ∈ neighbors do:

received[node] ← await answer from node;
end for
current_model ← aggregate(received);
current_model ← train(current_model, dataset[iteration]);
send current_model to server;
last_iteration_success ← False;

end if
end for
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4.2.2 The oracle

Assuming that we base the server unavailability on timeout-based methods, this approach falls short

when considering determinism across experiment environments. It suffers from the sometimes

whimsical schedulers and arbitrary physical network slowdowns which may severely influence

the quality of learning by making worker nodes erroneously time out, when the server model was

in network transit. To account for this, we also introduce a global oracle in the testing code that

determines whether the server should be reachable. If the oracle predicts a server unavailability, the

worker will not wait for the server model. If it does not, the worker sets an arbitrary large (or infinite)

amount of time as a timeout, ensuring that models sent by the server will be correctly received. The

global oracle is adjusted for every experiment so that it may simulate server crashes at precise points

in time. This oracle always results in an interleaving of events that is possible without its presence,

and helps to maintain strong guarantees about experiment determinism.

4.2.3 The final implementation of Swap Learning

The code we use for the experiment is hosted here.1 In particular, the implementation of the worker-

side Swap Learning algorithm is located here.2

4.3 Experiment details and hyperparameters

For the sake of reproducibility, we ran all experiments with as many shared parameters as possible.

First of all, the amount of worker nodes was systematically 35, not including the server.

All workers were given a non-iid fraction of CIFAR-10 as their training data. The data followed the

4-shards distribution for non-iid-ness.

The model used for training is a LeNet neural network implemented in PyTorch[8] as described

here.3 The random seed provided to DecentralizePy for experiment determinism was systematically

set to a value that is constant across experiments.

Most if not all other hyperparameters that might be of interest to the reader are listed here.4

1https://gitlab.epfl.ch/randl/decentralizepy/-/tree/masters-mathis?ref_type=heads
2https://gitlab.epfl.ch/randl/decentralizepy/-/blob/masters-mathis/src/decentralizepy/node/

DPSGDNodeTimeout.py?ref_type=heads
3https://gitlab.epfl.ch/randl/decentralizepy/-/blob/masters-mathis/src/decentralizepy/

datasets/CIFAR10.py?ref_type=heads#L280
4https://gitlab.epfl.ch/randl/decentralizepy/-/blob/masters-mathis/tutorial/config_celeba_

sharing.ini?ref_type=heads
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Chapter 5

Results

5.1 The main experiment

Figures 5.1 and 5.2 sum up the accuracies and losses measured in the main experiment.

The most visible result, and by far the most surprising, is that no matter the graph structure, the

swap point, or the starting algorithm, both accuracy and loss are almost exclusively determined by the

algorithm that is running at the time of their measurement. In the case of 18-regular and 4-regular

graphs, it is virtually impossible to tell the end of runs apart from each other. This is somewhat less

true in the ring graph, but they remain impressively close.

For recoveries, this result is essentially a testimony to how good of an idea it is to average neural

networks weight-wise, in order to obtain a new neural network that performs as if it were trained on

all datasets involved: individual nodes are performing well on their own data and that of their close

neighbors before the recovery point. After that, the switch to FL-like behavior averages all models

into one that immediately rejoins the performance of the control FL model. Since the testing set

is made of classes which all belong to the distribution of at least one worker node, the aggregated

model is able to correctly classify samples from all classes.

For crashes, it appears that the opposite holds: individual nodes overfit on their data as soon as they

are given the occasion. This results in the sizeable drop in accuracy (and rise in loss) seen in the ring

architecture, which is the furthest to FL. Since the performance obtained over time has diminishing

returns, this means that a swap from FL to DL causes long-lasting damage to both accuracy and loss

that is overcome with great difficulty, if it even ever happens.

We also note that it does no harm to run more iterations in FL. It is always the case here that more

training in the FL-side of the algorithm leads to better performance: the plots occasionally overlap

but never intersect. It even sometimes helps quite significantly, as seen in the ring architecture,

where longer training in FL yields visibly better results.
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(a) 18-regular crashes (b) 18-regular recoveries

(c) 4-regular crashes (d) 4-regular recoveries

(e) Ring crashes (f) Ring recoveries

Figure 5.1: Accuracies w.r.t. iteration number
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(a) 18-regular crashes (b) 18-regular recoveries

(c) 4-regular crashes (d) 4-regular recoveries

(e) Ring crashes (f) Ring recoveries

Figure 5.2: Losses w.r.t. iteration number
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5.2 Zooming in on the transition period

Figure 5.3 displays the accuracies obtained when running the exact same experiment, but sampling

more test performance data around the swap point at iteration 750. It is clear that both crashes and

recoveries display very similar behavior across network configurations.

For crashes, the drop in performance is essentially immediate. This was unexpected, we thought

the performance drop would be more gradual in time. This suggests the interesting fact that over-

fitting on a worker node occurs instantly as soon as the occasion is given. This is clearly a function

of the hyperparameters at play: if nodes trained on way fewer samples before communicating, they

could not have such a strong influence of the model. However, we think that the hyperparameters

used have very reasonable default values, which are extensively used at large. This effect is then

representative of real systems.

Recoveries are also immediately affected by the swap. The interesting spike downwards seen

at iteration 750 is essentially an implementation artifact mentioned in 4.2.1: the server has too

old a model after a recovery, so nodes ignore the first model they receive and train on their own

model instead. This is yet another suggestion that models will overfit if they are given the chance.

During iteration 751 and afterwards, the implementation behaves like FL, as intended. It is then

very clear that the benefits of swapping to FL are immediate. This is a surprisingly efficient method

for aggregating the independent training of worker nodes, even if said training involves very large

amounts of data since the last global model synchronization.

5.3 Improvement on DL: do the last iteration in FL

Since we just established that recoveries enable immediate and massive performance boosts, we

suggest to exploit this by running a federated learning instance and averaging all weights at the end

of the algorithm before the final performance evaluation. Results of this experiment are displayed in

Figure 5.4.

The results are essentially the same as those of section 5.1, but pushed to the limit of the iteration

numbers. The effect is particularly pronounced for sparser graphs, which usually have a very poor DL

performance when compared to FL. We can then effectively bridge the gap between both algorithms

using a simple global average. While it may be expensive in DL-friendly setups to have a global

server able to handle the single averaging of a large amount of models, we note that this process can

be distributed by having nodes repeatedly average their weights with that of their neighbors without

training. Using a symmetry argument, it is clear that this process will converge at the same point as

what FL would have produced. This suggests that most real-world uses of DL are likely to heavily

benefit from this process.
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(a) Zoom on 18-regular crash (b) Zoom on 18-regular recovery

(c) Zoom on 4-regular crash (d) Zoom on 4-regular recovery

(e) Zoom on ring crash (f) Zoom on ring recovery

Figure 5.3: Testing accuracies of crashes and recoveries around the swap point
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(a) 18-regular graph

(b) 4-regular graph

(c) Ring graph

Figure 5.4: Testing accuracies of DL ’upgraded’ with a final round of averaging
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5.4 Reproducibility statement

All experiment logs used for the production of the plots above are available at the request of the

reader. The reader may obtain the same logs by running the code mentioned in the Implementation

section.

We observed that while experiments replicate deterministically on a given machine, they do

not match exactly across different machines, but are always extremely close. We blame this on

floating-point approximations and hardware/scheduler implementations.

We therefore expect that the reader should be able to re-create the same results as the ones

presented here.
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Chapter 6

Conclusion

The results above give us enough information to propose the following answers to our research

questions.

6.1 Is Swap Learning viable on its own?

Swap Learning was originally meant as a unified environment for studying the ’swap points’ experi-

ments. It appears that using it as a standalone algorithm does not immediately make sense. In the

case of a server failure, Swap Learning switches to decentralized mode, and its performance drops to

match that of DL. That is usually much lower than FL (depending on graph density), and so simply

stopping the training immediately after the crash would have resulted in a better model obtained in

a smaller amount of iterations. We therefore cannot recommend the deployment of Swap Learning

on real-world machine learning applications in the case of single swap points.

However, we did not study the case of multiple swap points, which may prove interesting for

cases like a server crash followed by a recovery. Given the observed behavior on single swap point

experiments, one might reasonably expect FL-like performance to be reachable even though a large

number of iterations would not be done in federated mode. This will be the object of future research.

6.2 The relationship between DL and FL

This report suggests that DL and FL are more closely related than initially expected: in most scenarios,

the high performance of FL is reachable for DL models even after a small number of centralized

averaging rounds. This holds (1) reliably across very different architectures and (2) immediately

after the swap between the two algorithms. Since FL can reasonably faithfully be emulated by DL
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and a few rounds of averaging near the end, as underlined by this report, we propose the following

improvement to DL:

6.3 DL on steroids

After a DL training run, averaging once the models obtained so that all nodes share the same model

improves the performance dramatically, at a very low cost. In some scenarios, it even matches FL

without the requirement for a central server to be available at all times. Since the final averaging can

equivalently be done in a decentralized manner, a server is in fact not needed at all.
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