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Abstract

This work extends a previous project on restaurant recommender systems, focusing on individuals,
groups, and diversity. The recommender algorithms are based on a hybrid collaborative filtering
approach, where users and items are embedded in the same space. The offline performance of the
baseline and main algorithm is reevaluated, providing a new benchmark for comparison.

An exploration of diversity-driven recommendation reveals that while it increases diversity, it
significantly compromises performance, approaching that of a random recommender. A context-
aware algorithm utilizing images from reviews is then developed, slightly enhancing overall perfor-
mance. By refining these algorithms, there is potential for personalized and diverse dining experi-
ences to be further enhanced in restaurant recommendations.
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1
Introduction

1.1. Objective
The objective of this project is to develop innovative approaches for restaurant recommendations
by incorporating diversity and image analysis techniques. The aim is to provide users withmore per-
sonalized and diverse recommendations that align with their preferences and enhance their dining
experiences.

1.2. Background
In the age of digital platforms and online reviews, restaurant recommendations play a crucial role in
assisting users in discovering new dining options. However, traditional recommendation systems
often fall short in capturing the diverse preferences and contextual factors that influence individu-
als’ dining choices. This project addresses these limitations by leveraging advanced techniques to
improve the accuracy and relevance of restaurant recommendations.

1.3. Expected Outcomes
The expected outcomes of this project are twofold. Firstly, the developed recommendation system
is anticipated to provide users withmore accurate and contextually relevant restaurant suggestions
by leveraging image analysis, tailored to their individual preferences and contextual factors. Sec-
ondly, by incorporating diversity-driven algorithms, the system aims to enhance users’ exploration
of diverse culinary experiences, leading to a broader range of dining options and potentially uncov-
ering hidden gems.
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2
Baseline

2.1. Dataset
The dataset used in this study was obtained by scraping data from TripAdvisor during the previous
phase of this project. To recap, the final dataset consisted of 31,643 restaurants, 591,520 reviews,
and 349,995 users. Among all the users in the dataset, approximately 5,000 individuals have au-
thored a sufficient number of reviews (10 or more) to be considered active reviewers. These active
reviewers have collectively contributed 84,000 reviews.

2.2. PreviousWork
In previous studies, the dataset had not been divided into separate training and testing sets for
evaluating the performance of algorithms and baselines. Thus, the initial focus of this project was
to redefine the evaluation methodology for algorithm performance before proceeding with further
innovations.

2.3. Metrics and Offline Reevaluation
Initially, the dataset was partitioned using a leave-one-out methodology, where the last review writ-
ten by each user was included in the test dataset, while all other reviews were included in the train-
ing dataset. The rationale behind this approach was to predict the user’smost recent visit based on
their previous visits.

For the evaluation metrics, after conducting some research, two primary metrics were selected:
precision at k and recall at k [1][4] [5]. Precision at kmeasures the average precision of the top k rec-
ommended elements, while recall at k measures the average recall of these elements. This allowed
for the assessment of algorithm performance for various recommendation list sizes. Additionally,
these metrics were combined to compute the F1 score.

To allow the computation of these metrics, each element in the recommendation list was classi-
fied as either relevant or irrelevant. This classification was based on a custom metric developed in
the previous project, which involved calculating the weighted Euclidean distance between the rec-
ommendation and the test data point. An element was considered relevant if its error was smaller
than 20% of the average weighted Euclidean distance. The weights for the weighted Euclidean av-
erage were precomputed for each user based on the restaurants they had visited in the training
set.
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3
Diversity

3.1. Previous trials
Previous attempts to enhance the diversity of recommendations have proven challenging due to ei-
ther insufficient diversification or excessive diversification, which resulted in limited control for the
algorithm. One approach involved computing the diversity level for each recommendation within
the top 100 and sorting them based on this metric. However, this method did not provide enough
diversity for most users. Another approach utilized a graph-based method, identifying restaurant
communities and employing a PageRank algorithm to select a representative for each community.
However, this approach failed to effectively transition between different communities based on the
desired level of diversity, as the notion of distance between communities was not adequately rele-
vant. Consequently, the results yielded were relatively random.

3.2. Potential Approaches
The second phase of this project involved reviewing published papers on incorporating diversity in
recommendations. It was concluded that achieving serendipity in recommendations is not straight-
forward and heavily depends on the context. Several interesting metrics were found [8] [10] [3] and
out of those onemetric was seen as an easy way of evaluating diversity: entropy. Consequently, the
focus of this project shifted towards leveraging entropy to enhance diversity.

3.3. Algorithm
Upon examining the available data components, the algorithm has been designed to prioritize the
cuisine type parameter, as it represents the aspect in which diversity ismost desired. The proposed
algorithm operates in seven steps:

1. Construct a graph where restaurants are represented as nodes.
2. Compute edge values as the distance between each pair of nodes.
3. Generate the initial set of recommendations for the user using conventional methods, which

serves as the starting set of nodes.
4. Utilize a greedy algorithm that considers all neighboring nodes of the set in the graph and

adds the one that maximizes entropy.
5. Iterate until the moving average of entropy starts to decrease.
6. Remove the restaurant that maximizes entropy the most by being removed from the set
7. Iterate on previous step until there are only k restaurants left

By following this approach, diversity is incrementally increased with each iteration while still re-
maining close to something that the user enjoys, and the algorithm halts when neighboring nodes
no longer contribute to diversity. Additionally, this allows users to specify their desired level of ”risk”
in terms of diversifying their recommendation set.

3



3.4. Computational Limitations and Solutions 4

3.4. Computational Limitations and Solutions
The aforementioned algorithm holds promise in theory; however, it presents several computational
challenges that necessitated the exploration of solutions to implement the algorithm effectively.

Initially, precomputing the entire graph was considered, but constructing a complete graph with
30,000 nodes proved impractical. Instead, the approach involved filtering restaurants based on
the average coordinates of the user’s past visited locations within a given radius. This approxima-
tion enabled the selection of nearby restaurants, but the computational cost remained significant
when the radius was large or when the user was located in an area with numerous restaurants. To
address this, the algorithm employed a radius adjustment strategy: starting with a small radius and
gradually increasing it until at least 100 restaurants were included for consideration. If increasing
the radius led to more than 1,000 restaurants, the algorithm randomly selected 1,000 restaurants
from the available list. Subsequently, all potential edges were considered, but only 10% of them
were computed, selected uniformly at random.

Due to the randomization process, the initial set of nodesmay form a cluster disconnected from
the rest of the graph. To mitigate this issue when it happened, edges were added between each
node within the set and any other node in the graph, with the constraint of maintaining a maximum
of 1,000 neighbors to the initial cluster. Distance computation was then performed between each
neighbor and each node within the set, and the neighbor that maximized entropy was selected.

The values of 100 and 1,000 for the limits were determined through experimental evaluation to
ensure computationally feasible yet meaningful results. However, alternative values may better suit
specific scenarios. The randomization process for computing nodes addressed the issue of the
initial set being disconnected from the rest of the graph in less than 10% of cases, indicating its
efficiency.

On average, the algorithm increased entropy by approximately 50%.



4
Context-Aware recommendation

4.1. Background and RelatedWork
The scrapped TripAdvisor dataset also included images from reviews and restaurants. Based on
the idea of considering visual information for predicting favorite restaurants [11] and in line with the
current trend of multimodal machine learning systems, the decision was made to explore the use
of images to enhance the recommendation process. The objective was to leverage these images
to detect the food and drinks served at different restaurants and obtain additional information for
improving recommendations.

To accomplish this, a training set was required to train amodel capable of generating such labels.
An AIcrowd contest [6] addressed this specific task, providing participants with a training dataset
of 50,000 labeled images from user reviews and a testing dataset of 1,000 images.

4.2. Computer VisionModel
The winning teams of the AIcrowd contest shared their codes and the models they used. The win-
ning model achieved an average precision of 0.423 and an average recall of 0.636, demonstrating
promising results. The winning solution was based on the MMDetection library. However, due to
limitations imposed by the code and library dependencies, it was not possible to run the winning
code after two weeks of attempts. Consequently, an alternative approach was pursued, involving
training a model from scratch.

Using the detectron2 library and following the advice of one of the highly ranked submissions
from the contest, a faster R-CNNmodel was trained for six epochs. While themodel’s performance
did not match that of the winning models with an average precision of 0.12 and an average recall
of 0.19, it still generated partly correct food labels as can be seen in figure 4.1. Although the recall
was low, meaning the model did not detect all foods possible, the redundancy of inputting up to 9
images per restaurant, still made it an acceptable estimation of the food types present. The lower
precision was not a significant concern for this project, which prioritized recall, rather than knowing
exactly where the foods were.

(a) Labelled as hamburger (b) Labelled as chocolate cake (c) Labelled as carrot

Figure 4.1: The bounding boxes show one of the potentially many labels for these images, but they might have included
others, in particular the last one
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4.3. Training and Labeling 6

4.3. Training and Labeling
Initially, the plan was to use images from reviews and user profiles to enhance the recommendation
system. However, only around 50%of users with at least 10 reviews (those considered for this work)
had uploaded images with their reviews. As a result, the focus shifted towards buildingmore robust
restaurant profilesby completing the restaurant entries in thedatasetwith foodsdetected fromuser-
uploaded pictures. This approach led to 86% of restaurants being labeled with food items, with an
average of 17 types of foods per restaurant. These labels encompassed 320 different categories,
including ”pasta,” ”french fries,” ”beef,” ”lasagna,” ”red wine,” and more.

4.4. Addition to User's Dataset
Once the restaurant profiles were completed, the user profiles were augmented in a similar manner
to the previous completion of cuisine types. The process involved examining the restaurants where
each user had visited, considering the food types associatedwith those restaurants, andgenerating
a ranking of foods for each user.

4.5. Distance Computation
To compute the distance between a user’s vector and a restaurant, the same distance metric as in
the previous project, with the addition of the food component, was employed. This food component
involved assessing howmany of the restaurant’s food types were present in the user’s set of foods,
weighted by the previously defined ranking. The resulting value was divided by the total number of
foods at the restaurant. In other words, a perfect score would indicate that all of the restaurant’s
foods were present in the user’s set.

It is important to note that the difference with the cuisine distance calculation is that, in this
case, the quantity of food hits is taken into account, rather than only considering the highest-ranked
cuisine type from the user’s cuisine ranking.



5
Online evaluation

5.1. Initial Idea
The initial idea for this project was to create an online testing platformwhere user interactions would
be captured through card swiping on restaurant recommendations. The goal was to perform A/B
testing on different algorithms and gather data on their respective performances. The intention was
to validate the offline results through online testing.

5.2. Implementation
The web app was developed using HTML, CSS, and JavaScript, with Flask used as the backend
framework to run the collaborative filtering algorithm. The implementation involved creating a user-
friendly interface where users could swipe through restaurant recommendations and provide feed-
back on their preferences. The web app is shown in figure 5.1.

During this stage, the limitations of the dataset, particularly regarding image quality, played a
significant role. TripAdvisor heavily relies on images uploaded by users, which posed challenges in
terms of data quality. The implementation process can be visually illustrated with the help of images
to showcase the website’s functionality and user interface.

However, there were several difficulties encountered due to limited experience in this type of
development, such as setting up a remote server to run thePython script. Additionally, as the project
shifted and the startup it was being developed for pivoted towards a simpler product, the idea of
the online platform was ultimately abandoned. Despite investing 10 weeks of work and having a
functional prototype working locally, technical challenges and the change in the startup’s direction
led to the discontinuation of the online platform idea.

7



5.3. Next steps 8

(a)Users pick restaurants they’ve been to (b)Users rate their experience (c)Users swipe on recommendations

Figure 5.1: Flow of the developed web app

5.3. Next steps
While the online testing platformwas not realized in this project, the need for online testing remains
in the future. With the development of theminimum viable product for the startup, there is hope that
it may be utilized to perform the online testing required to evaluate the algorithms developed in this
project.
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Results and analysis

(a) Precision as a function of k (b) Recall as a function of k

(c) F1 score as a function of k

Figure 6.1: Performance of the different algorithms implemented
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6.1. Baselines 10

6.1. Baselines
As expected, the precision of the baselines is rather low. However, the popularity-based recom-
mender, which recommends restaurants from a distribution based on the most reviewed restau-
rants, still outperforms the random recommender. On the recall side, both baselines increase lin-
early with a growing list size. This is because no sorting was applied to the recommendations of the
baselines, resulting in evenly distributed relevant recommendations and thus linear recall growth
with the increasing list size.

6.2. Context-aware recommendation
Despite the weak performance of the image classifying model, the results of the context-aware
algorithm are promising. Restaurants could have as many as 9 images associated, meaning that
even with low recall from the computer vision model, it was still possible to extract relevant food
types and infer the context of the restaurants’ food types. The algorithm managed to outperform
the classic collaborative filteringmethod in termsof precision, while achieving similar recall. Further
improvements in food identification precision could enhance its performance. In terms of overall
performancemeasured by the F1 score, the image-based algorithm outperformed the classic algo-
rithm on longer recommendation lists, while exhibiting similar performance on shorter lists.

6.3. Diversity
The performance of the diversity algorithmwas somewhat surprising, despite the fact that the focus
was put on diversifying recommendations rather than optimizing performance. The diversity algo-
rithm’s performance falls between the random recommendation and popularity recommendation
baselines. The random assignment of edges in the graph undermined the proximity notion initially
intended, as the edgeswere not always connected to themost similar nodes in the initial set. Conse-
quently, adding nodes to increase entropy deviated from the intended proximity concept, resulting
in decreased performance. The results indicate that the procedure is somewhat similar to adding
random nodes to the set, and once again, no sorting was applied, resulting in evenly distributed
relevant picks across the recommendations, hence the similar recall performance to the baselines.

6.4. Key findings
The natural proximity of nodes in the graph for the diversity algorithmalone is insufficient tomaintain
high performance while diversifying the list of recommendations. Considering relevance alongside
diversity is essential in the recommendation process. The overall performance, as measured by
the F1-score, for the collaborative filtering and context-aware algorithms remained around 40%,
which is suboptimal. However, the context-aware algorithm shows promise, particularly if enhanced
with a high-performing computer visionmodel, which could potentially boost the algorithm’s overall
performance. This work demonstrates the potential of enriching data with additional contextual
information to improve recommendations and holds promise for future advancements in the field.

6.5. Conclusion and next steps
Based on the conclusions drawn from the previous section, the natural progression is to explore
multi-modal machine learning techniques, which consider different types of data sources and com-
bine them to achieve superior results. This approachwill be the focus of an upcomingmaster thesis,
aiming to leverage user input in conjunction with existing user interactions and images to enhance
recommendation outcomes. Deeper context and cultural differences are elements to keep in mind
as well [7] [9]. The idea of sentiment analysis [2] could also be explored since the actual textual
content of reviews has not been explored yet.
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