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1 Introduction

Imagine someone hiking in the Swiss mountains who �nds a beautiful �ower.
This person has always been bad in biology but would like to know more about
that �ower. What's its name? Its main features? Is it rare? Is it protected?
etc. By simply taking a picture of the �ower with a phone, he or she could get
all these informations through an automatic �ower recognition application.

As part of the semester project, the elaboration of such an application has
been aimed. The recognition of �owers from photographs implies several steps,
starting with the localization of the �ower in the image, followed by identifying
and extracting the speci�c characteristics of this �ower, and �nally �nding the
best match.

The solution proposed in this report includes the following elements; speci�c
research on plants and on existing method, a segmentation algorithm based
on user's inputs, implementation of several visual features suitable for �owers
di�erentiation. It was eventually implemented in android phone.

Other applications could include educational purposes and nature preserva-
tion programs.
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2 State of the art

Some research conducted in �ower recognition and general features extraction
are listed in this section.

In 1999, Das et al. [1] suggested to use domain knowledge of �owers colors
to index the images. In this context they developed an iterative segmentation
algorithm to isolate the �ower from the background. There are indeed colors
that are rarely present in �owers and the background of photographs taken in
the nature could be quite similar. They used only color names and their relative
proportions within the �ower region as features which is a good but not su�cient
mean for full recognition.

Then, Saitoh and Kaneko [2] have proposed a method that uses two input
images, one of the �ower and one of the leaf. In order to do so the user should
place a black cloth behind the �ower which is not so convenient. And even with
this approach the background separation isn't straightforward, they actually
used a k-means clustering method in color space (with multiple integrations).
Feature-wise they considered color and shape informations for both the �ower
and the leaf.

Some interactive methods such as CAVIAR (Computed Assisted InterActive
Recognition) [3] have been developed [4] to exploit the human perceptibility. A
rose-curve is generated for the test �ower and the top three candidates are
proposed to the user who can then either select the right �ower (if present) or
modify the rose-curve to get a new set of propositions. This is done iteratively
until the right �ower is found, which is not suitable for our application because
of these multiple user interactions.

In [5] an automatic method is developed under the assumption that the
�ower is focused while the background is defocused. It then uses a Normalized
Cost (NC) [6] method, which needs a manual entry point on the boundary. They
overcame this drawback by implementing an automatic method that minimizes
the NC among a set of smartly chosen entry points. The resulting segmentation
is then shown to the user who can, in case of failure (3% of the time), add
a new entry point. Four shape features (number of petals, central moment,
roundness and width/height ratio) and six color features taken from HS color
space (x and y coordinates of the largest/second largest color cell and ratio of
the largest/second largest color cell) were used yielding a recognition rate of
90%.

In general feature extractions, early methods as in [7] used HSL color coor-
dinate system, by simply using the luminance component as a textural analysis
and the hue and saturation components as chromatic analysis. A region-based
color image retrieval using geometric properties is presented in [8]. Brie�y, they
used a region-growing technique to form color regions, then spatial relational
graph and Fourier description coe�cients are computed for each region. Brandt
et al. [9] proposed a technique, applied on non segmented objects, using edge
histograms and Fourier-transform-based features computed for an edge image
in Cartesian and polar coordinate planes. Edge histograms were also used by
Shim et al. [10], but where color distribution are computed for the pixels of
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three types of edges and based on these distributions, three distance measure-
ments were done. Adnan et al. [11] considered segmented objects in the image,
whose geometrical shapes are estimated and compared with a prede�ne set of
shapes of di�erent categories.

Then some other concepts have been introduced such as the integration of a
spatial distributing information of colors proposed by Li et al. [12]. They used
an amelioration of HSV color model called 'color sectors', mixed with a spatial
histogram generated by Hough transform applied on hue edges. Or like in [13]
where two features, HSI color information (especially hue) and CSS (Curvature
Scale Space) were employed. Based on dominant color in the foreground image,
the method proposed in [14] used a color look-up table to devide the color space
into smaller categories then Euclidean distance was used for matching. Three
features, color, texture and shape information are combined together in [15] by
�rst partitioning the image into non overlapping tiles of equal size. Then color
moments and moments on gabor �lter responses of these tiles locally describe
the color and the texture respectively. Most similar highest priority principle is
applied for matching.

Some work has been done in the domain of leaves recognition, Im et al.
[16] used a hierarchical polygon approximation representation to recognize the
Acer family variety. In [17] they combined di�erent features based on centroid-
contour distance curve and used fuzzy integral for the retrieval. Wang et al.
[18] suggested to use a hypersphere classi�er to deal with a large number of
class. Prior to that they extract �fteen features (eight geometric ratios and
seven Hu invariant moments). In [19] Modi�ed Fourier Descriptor recognition
program was introduced. Based on the Angle Measurement it was shown that
it was e�cient in shape analysis. In [20] they proposed a web-based application
in which they retrieve some leaf features considering a 5-steps scheme: 1) get-
ting leaf contour represented in Centroid-Contour Distance, 2) rotating the leaf
to an horizontal position, 3) binarization, 4) analyzing leaf type, 5) detecting
stem information. Zhenjiang et al. [21] used size, shape and color of petal and
leaf like many others but added an object-oriented pattern recognition (OOPR)
approach which mathematically deals with how to use all di�erent features ra-
tionally in the recognition scheme.

Also, an interesting segmentation algorithm can be found in [22], it works as
follows. An initial segmentation is done based on general foreground/background
color distribution. After labelling some samples of pixel as foreground or back-
ground and averaging these distributions over all classes, the provisional seg-
mentation is obtained using contrast dependant prior MRF cost function [23].
After having detected the petals (using a�ne invariant Hough like procedure),
a new color foreground model is established and the MRF is repeated. This
may be iterated until convergence.

Liu et al. [24] have explored the organization and the utilization of features
in an e�ective way. They deduced the weights to assign to all features, texture-
based or color-based, by an image feature statistic. This method appears to be
superior than other methods using �xed weights.

An investigation done by Nilsback et al. [25] on the utilization of a visual
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vocabulary model which explicitly represents the various aspects (color, shape,
texture) has shown that the ambiguity between �ower categorization can be
overcome.

Finally a mobile-based �ower recognition system has been implemented [26].
It uses Di�erence Image Entropy (DIE) and contour features of the �ower. The
user has to draw the exact contour of the �ower himself and then the two
images, the drawn and the original image, are sent to the server where the DIE
is processed.

3 Biology point of view

3.1 Importance

In items recognition research a lot have been done about general features ex-
traction or recognition between di�erent classes of objects. In case of a speci�c
domain recognition, taking into account the unique characteristics that belong
to this category may very much improves the performance of the system.

Despite the high technical aspect of this project, dealing with �owers gives
it a biological connotation. Some basic knowledges about �owers have to be
learned and concepts about how the biologists themselves recognize �ower to
be studied. To this purpose some books have been borrowed and a meeting
with a real biologist was booked. The two next paragraphs are devoted to these
experiences.

3.2 Books

Di�erent books have been loaned from the EPFL library in Lausanne. �Aspects
of morphogenesis of leaves, �owers and somatic embryos� is a documentation
edited by the National Botanic Garden of Belgium and treats advanced themes
as genetic aspects of �ower development or molecular aspects of somatic em-
bryogenesis in conifers. �Organization des plantes à �eurs� also appears to be
quite a bit too much micro-biology oriented, a good �nd to note anyway: the
plants with �owers are part of the class named the Angiosperms which hold the
majority of the plants on earth with more than 200'000 species! The last book
entitled �Botanique Systématique des plantes à �eurs� relates the history of the
botanic classi�cation, the evolutions of di�erent parts of the �owers through time
before providing descriptive tables of families. A family, as the one described
in Figure 1 holds more than 400 genus and about 12'000 species. Looking at
the de�nition of the family gives a good idea about the complexity of de�ning a
plant, e.g. under the section �ower more than 20 quali�catifs are used (such as
cyclic, polystemon, shortened sepals, staminodes present, etc.) and by looking
at the other page it seems the plants are looking completely di�erent despite
being in the same family.
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Figure 1: Cover of �Botanique Systématique des plantes à �eurs�, and extracted
pages from the book showing the enormous number of genius and species con-
tained in one family.

3.3 Meeting with biologist

A meeting with Pascal Vittoz, biologist and Chief of Research Project in UNIL,
has been arranged on the 23rd of March. He �rst of all introduced the catego-
rization of �owers, organized in a hierarchy : Embranchement, Class, Family,
Genius and �nally Species. He then explained a few methods used on the �eld
to recognize �owers, one of them is the use of a key i.e. a guide with a set of
iterative questions with multiple answers that leads to the wanted �ower. This
Swiss book is called �Flora Helvetica� and a sample is exhibited in Figure 2.

Figure 2: Book �Flora Helvetica� considered as the bible of the botanist

Note that about 150 questions are needed just to �nd the correct family! It
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shows once again how complex the di�erentiation of the species is and gives an
idea of how similar the �owers of a same genius might be. There are about 3000
species in Switzerland but 1000 of them represent 90% he explained, and then
searched his computer to provide a complete list of all the names of plants in
this country. He also removed all plants without a blooming �ower that yielded
a number of candidates of about 1300. They're all listed in an excel table with
many other informations such as the family, the level of protection and even
the endangered rate by regions! These informations could be of great help in a
future development of the application and this document will be present in the
attached DVD.

Another interesting thing he shared was which features does he use based on
his everyday life; color and shape of the �owers were part of the most obvious,
but the concept of symmetry in the �ower was a bit less straightforward and
said to have non-negligible in�uence. In Figure 3 the �rst �ower has multiple
axis of symmetry while the one on the right has apparently only one.

Figure 3: The symmetry in the �ower has a great impact in the recognition

Also the disposition of the ovary or the number of stigmates play an impor-
tant role. And even if it would be a little bit harder to apply them in a computer
vision application it's always good to have possible solutions to explore. Here
in Figure 4 the left �ower is said to have a superior ovary while on the right it
is an inferior ovary, pay attention of the sepals which are below the ovary on
the left and above it on the right.
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Figure 4: The left �ower holds a superior ovary which lays on the receptacle and
the right �ower holds an inferior ovary which is surrounded by the conceptable.

While showing his slides about Floristic1, course he teaches at the uni, he
also emphasises the importance of leaves; indeed their size, their shape, their
disposition can vary very much and be a good mean for di�erentiating similar
blooms. The disposition of the leaves on the stem can be alternate, opposed or
whorled as illustrated in Figure 5a).

The nervation of the leaf can be of di�erent types, there are leaves with
dichotomic, parallel, palmate, pinnate nerves. These four features can be found
respectively at the top-left, the top-right, the bottom-left and the bottom-right
of the Figure 5 b).

Finally being in presence of an integer limb, a toothed limb, a crenate limb or
sinuate limb will certainly not conclude to the same �ower and this characteristic
is also a critical factor in a recognition process (see Figure 5 in order).

1The slides will also be added on the DVD, Floristique_09.pdf
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a)

b)

c)

Figure 5: Importance of leaves: in a) the di�erent dispositions, in b) the nerva-
tures, in c) the shape of the limb

In conclusion this meeting has been of great use as it helped understand how
professionals approach the sensitive task of recognizing �owers. Many factors
come into play, whether the color, the shape, the symmetry of the �ower or
some more subtle as the number of stigmates or the position of the ovaries. The
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accent has been put on the important role of the leaves; with their alternate
disposition or their palmate nerves they o�er many clues for recognition. After
all, every concepts introduced were as many ideas of features for the project!
The main thing to remember is that most of the time it is a complex combination
of many characteristics that leads to a correct decision.

4 System Overview

The whole process starts with the user taking a picture of a �ower, after having
indicated the �ower region (see Section 5 ), these informations are sent to the
server. Then the segmentation is done, it outputs the mask of the �ower which
is a binary image with ones on the �ower region and zeros in the background.
The original image and the mask are needed for the features extraction which
stores the values for each feature separately. Then the data are compared to the
database's for the matching. Finally the result is sent back to the user. This
scheme is illustrated in Figure 6.

  

Segmentation

Features
Extraction

Matching

Server

Database
Features

Communication

Communication

Input image
+ Segments

Input image
+ Mask

Features 
Vectors

Result

All Features 
of all Flowers

Figure 6: System Overview. The image of the �ower is sent to the server where
segmentation, feature extraction and matching are processed.
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5 Segmentation

5.1 Need of segmentation

The main purpose of segmentation is to determine regions in the image that
belong together, in this application only two regions are needed; one de�ning the
�ower and another corresponding to the background. This is a very important
step since all the features should be extracted targeting the �ower area only.

5.2 Watershed Algorithm

This algorithm is based on the gradient of the image which is viewed as a
topographic relief where high gradient values correspond to mountains while
low values correspond to valleys as shown in Figure 7.

a) b)

Figure 7: a) Gradient of an image, b) Topographic interpretation

Now let's imagine the valleys are �lled with water from their local minima
(see Figure 8 a)). The merging of waters coming from di�erent sources is pre-
vented by building a watershed, which in English means �a ridge that divides
two di�erent river systems�. These lines of contacts when the water of one source
meets another's are known as watershed lines and the regions they create are
called catchment basins. The Figure 8 b) shows the resulting separations.

In the example above the algorithm was performing well but sometimes due
to the presence of too many local minima, it could yield in an over-segmentation.
An amelioration of the algorithm called marker-controlled watershed counters
this little drawback by allowing the user to choose the locations of the water
sources. These locations are called markers and they basically say which regions
have to belong together in the �nal result. This functionality is very usefull as
it can be speci�ed which part of the image is of interest and which is not.
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a) b)

Figure 8: a) Water being �ood, b) Resulting watershed lines (in red)

5.3 Application

One can think of using this markers facility in an iterative way i.e. the result of
segmentation can be shown to the user and if the result does not satisfy him,
he could add new markers, then the result is shown, and so on until he's happy.

The main drawback of the watershed, and not a negligible one, is that the
whole database has to be treated manually. Indeed to extract the features the
mask output by the segmentation is needed and thus has to be done a priori.
This could represent a very tiring job for a large database !

Note that this algorithm is already implemented in OpenCV which is this
time a signi�cant advantage.

5.4 Example

An example of the operations is presented here. First of all the original image is
displayed to the user. Then he may draw on the image to indicate the di�erent
regions, �ower region or background. Finally the watershed algorithm is per-
formed. Figure 9 goes through these steps visually for a better understanding.
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a)

b)

c)

Figure 9: a) input �ower, b) markers drawn by the user, c) resulting mask
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6 Features

This section lists the all 18 features extracted for the recognition. First a quick
explanation about the FELib is presented, then the features have been grouped
by di�erent categories: the features based on colors (which may also come from
the Felib), the features based on the contour of the �ower, the features based
on the texture and �nally two others. This section is structured according to
this organization which is illustrated in Figure 10.

  

Feature

Contour-Based

Color-Based

Texture-Based Miscellaneous

Gist
Gabor

RGB
HSV LAB

YCbCr

Min/Max

Area Ratio

Distances 
vs Angles

Distances 
Projection

Number of 
Petals

Figure 10: The Feature class and its children organized in di�erent categories

6.1 FELib

FELib is a Feature Extraction Library created by Jianke Zhu2. This library,
which can be downloaded at [32], provides tools to extract the following features:

• Color Histogram, Color Moment

• Edge Histogram

2http://www.vision.ee.ethz.ch/~zhuji/
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• Gabor wavelets transform

• Local Binary Pattern

• GIST

6.2 Color-Based

By following the intuition, and this was con�rmed by the biologist, it can be
said that color is one of the most important aspect of a �ower. This is indeed
the �rst element that anyone would say to characterize a bloom. So in this
paragraph, �rst a bit of theory about general color features extraction can be
found, followed by an enumeration of the implemented features.

6.2.1 Color Descriptors

There are many di�erent ways of extracting the color informations from an
image, some of the basic ones are color histograms and color moments. They
both can be evaluated from di�erent color spaces, so the main ones are listed
below.

Color Spaces

• RGB : this color space comes from an additive model in which the three
primitive colors red/green/blue are added together to reproduce the all
range of colors. Similar in a way to the HVS it is widely used and present
in all CRT monitors.

• HSV : stands for Hue, Saturation, Value, it is a cylindrical-coordinate
representation and is known for its intuitivity i.e. close to how a person
would describe a color.

• LAB : Lab is a color-opponent space, L is for lightness and a and b for
the color-opponent dimensions, based on non linearly compressed CIE
XYZ color space coordinates. Because of its opponent process that better
match how the informations from the cones are processed by the HVS,
this color-space is known to be perceptually uniform.

• YCrCb : Luma, blue di�erence, red di�erence. YCrCb is not an absolute
color space, it is more a way of encoding RGB informations. More e�cient
than RGB for storage and communication.

Color Histograms A color histogram is a representation of the distribution
of colors in an image. With digital images, the most common method to create
a histogram is to equally subdivide the color space into a number of small
bins, and then count the number of pixels falling into each of these bins. The
advantages of color histograms are its robustness to rotation, scaling or partial
occlusion, and its low computational cost. However, color histograms are liable
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to lose the spatial information. Moreover they have a high sensitivity to noisy
interference such as lighting intensity changes and quantization errors which is
not a wanted characteristic in image retrieval.

Figure 11: Color Histogram showing the three channels (red, green, blue)

Color Moments Considering RGB, an image can be seen as a combination
of three functions: I(x, y) = (R(x, y), G(x, y), B(x, y)). The generalized color
moments of order p+ q and degree a+ b+ c can be de�ned as follows:

Mabc
pq =

ˆ ˆ
xpyqR(x, y)aG(x, y)bB(x, y)cdxdy

Note that moments of order 0 don't contain any spatial information being thus
rotationally invariant and moments of degree 0 don't contain any photometric
information. By using high values for orders or degrees leads to instability,
typically order 0 and 1 combined with �rst and second degrees are used. This
would represent 27 di�erent moments (after having removed the useless degree
0). Moreover by subtracting the average in all input channels before the com-
putation, the shift-invariance is achieved. [30]

6.2.2 Implemented features

By taking advantages of the nice tools provided in OpenCV, color histograms
can be quite easily computed. They consist of three 1-D histograms (one for
each color dimension) that are �nally put following each other in the feature
vector, whose length equals 768 (3 ·256). The option of inputting a mask for the
histogram calculation is o�ered and has plainly been used in order to discard
the background. Di�erent color spaces were tested namely; RGB, HSV, LAB
and YCrCb.

The FELib also provides some color-features :

• HSV Color Histogram

• HSV3D Color Histogram

• RGB Color Moment

• LAB Color Moment

• RGB Pyramid Color Moment
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Note that the source code isn't available with this library so it's hard to say how
the extraction works, especially for color histogram whose vector has a length
of 9. Some documentation has been found for the color moment though. Here
is how they work: the image is partitioned into 3x3 grids and for each grid three
values are extracted : the color mean, the color variance and the color skewness.

The color mean is de�ned by µi =
1
N

N∑
j=1

pi,j and the color variance and skewness

by respectively the second and third color moment when de�ned as follows:

Mh
i = (

1

N

N∑
j=1

(pi,j − µi)
h)

1
h

where i = 1, 2, 3 (for each color dimension). This �nally yields in a 81-dimensional
grid color moment vector. [27][31]

Also note that no mask facility is proposed with these features, however
for the sake of good order, all non-�ower pixels have been set to zero prior to
extraction.

6.3 Contour-Based

The main feature after the color is the shape of the �ower. In this section a
few self-implemented features to get some informations about the form of the
�ower are presented. It is basically based on the mask image whose contour is
detected. Then several features are deduced from that.

6.3.1 Distances vs angles

The most straightforward is to go through the contour for all angles between
0 and 2PI for a given step size. The distances from the contour point and the
center of gravity are then computed. The �gure 12 gives a good representation
of this process.
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β

β

Figure 12: Getting a relation between the angles and the distances

Now an interesting issue has to be taken care of, it is the determination of
the starting point which is of huge in�uence on the results. One can suggests
to always start at the horizontal line from the center of gravity or any other
�xed point. This would unfortunately yield in a system sensible to rotation
which is not likely to be e�ective. The solution proposed here is to �nd the
maximum distance and to attach the origin of angles to it. Thus the rotation
independancy is obtained in most of the cases going from all symmetric �owers
(as in Figure 13 a)) to even more speci�c ones like in Figure 13 b). These two
are suitable since the origin will be set on the maximum distance yielding to
the same feature vector.
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a)

  

MAX 
Distances

b)

Figure 13: The feature Interpolation by setting the origin to the max distance
becomes rotation invariant. Indeed both in with a symmetric �ower and in b)
with an asymmetric the starting point would be on a peak.

6.3.2 MinMax ratio

From the distances vector it is easy to �nd the maximum and the minimum
distances, then by taking their ratio a new feature is obtained. It gives a good
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information about the spacing between two petals and would be very good at
di�erentiating the two �owers shape shown in Figure 14.

  

VS

Figure 14: The feature MinMax would di�erentiate these two images

6.3.3 Projections

Another feature deduced from these distances is this time a projection of the
distances. It can be considered as an histogram of distances and produces the
precious information of how the distances are distributed around the �ower. If
it's not clear see Figure 15 which very simply illustrates this concept.
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Figure 15: Projections of the distances

6.3.4 AreaRatio

This feature just needs the maximum distance and then computes the area of
the �ower region over the area of the circumscribed circle. This feature furnishes
a mean to get an idea of the repartition of the petals. It is again a very nice
information to have.

6.3.5 Number of petals

The last but not least feature derived from these distances, is a feature that
counts the number of petals! It works as follows: the mean of the distances
is calculated and then going around the �ower, the number of petals is based
on the number of times this mean distance is crossed. This feature works very
well as long as the roundness of the �ower is high (i.e. the mean value is
consistently between the max and the min value). Examples of one suitable and
one unsuitable �ower are shown in Figure 16.
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a)

b)

Figure 16: Good elements a) and bad element b) for the Number of petals
feature

6.4 Texture-Based

In order to take into account the texture of the �ower two features taken from
the FELib, Gabor wavelets and Gist, were inserted in the framework. A gabor
wavelet transform is applied to a rescaled version of the image down to 64x64.
Di�erent levels and orientations are used, respectively 5 and 8, yielding in 40 sub
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images. Then 3 moments are computed: mean, variance and skewness for each
sub image, �nally producing a 120-dimensional vector. [27] The idea behind Gist
descriptors is to develop a low dimensional representation of the scene, which
does not require any form of segmentation. A set of perceptual dimensions
(naturalness, openness, roughness, expansion, ruggedness) is proposed. They
should represent the dominant spatial structure of a scene and it has been
shown that they are reliably estimated using spectral and coarsely localized
information. The image is divided into a 4-by-4 grid for which orientation
histograms are extracted. [28]

7 Matching

8 Database

8.1 Available databases

The Visual Geometry Group of Oxford University has been working on �ower
recognition and has therefor created a dataset consisting of 102 �ower categories
and more than 8000 images! The �ower mainly come from United Kingdom.
Downloads or more infos can be found at [33]. This database is very attractive
since at least 40 images of the same category are present, which is essential for
a good recognition at a large scale.

The second database has been suggested by Pascal Vittoz, biologist, and can
be found on the website of the �Centre du Réseau Suisse de Floristique� (CRSF)
[34]. It gathers only �owers growing within switzerland which is great, but the
extraction had to be done manually and could once again become tiring for a
larger application.

Last source of images was to go around the EPFL and take several pictures
of some �owers with a digital camera. This demarche really brings an asset to
the database as the testings with the phone will employ such self-taken pictures.

8.2 Resulting database

Finally by mixing a bit the three sources exposed in the previous paragraph,
the �nal database contains 110 images. The repartition is roughly the following
60% from the Oxford dataset, 30% from the CRSF website and 10% of manual
shots. Within each of the 29 categories there are between 2 and 6 �owers. A
good variety of colors and shapes was obtained as it can be observed in Figure
17 at the end of the report.

9 Android

The application has been written in JAVA using Eclipse and it uses a Socket
Server to run the di�erent functions written in C++ and also holds the database
features. First of all, a big thanks to Péter Vajda who created a nice interface to
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conveniently run the application. When it is launched the camera is displayed
and a photo may be taken and is then showed on the screen. Step 2, the user
draws the markers on the image roughly delimiting the �ower region from the
periphery. When it's done, these two images (the original and the markers) are
sent to the server where an executable is run for the segmentation (see Section
13 Appendix 13.2.5 for more info). The resulting segmented image is sent back
and showed to the user who can either accept it or decides to draw new markers.
In the latter case it goes back to step 2, otherwise the matching is run on the
server (again from an executable) and the result for each feature is shown.

Figure 18: The android phone used for the implementation, a Samsung-i7500

10 Results

10.1 Database evaluation

In order to test the e�ciency one can collect additional pictures of �owers present
in the database and see if the system recognize them. But to have signi�cant
results another set of suitable test images would have to be found. So a ground
truth evaluation of the database has been conducted.

10.1.1 Ground Truth

It consists of going through all the images in the database and search the second
best match (the �rst one obviously being the same image). If the �ower indicated
is part of the same category as the �ower under test then it's a successful
recognition. By doing this for the whole database, the performance of the
system can be evaluated by establishing the recognition rate. The �gure 19
illustrates this procedure.
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Searching...

Result Image

Test 
Image

Figure 19: Ground Truth Schema, if the resulting image belongs to the same
category as the test image it's a match

10.1.2 Each Feature separately

This part has been done in Matlab, M-�le eval_feature_sep.m. The code works
as follows, a for loop that goes through all �ower names runs the executable
groundTruth_euD.exe (euD for euclidean dist). This executable returns the
second best match for each feature and write it to a �le which is read directely
in the next statement by matlab and stored in a big cell called 'ResDist'. it is a
2x1 cell containing two 1x110 cell with each element being a 18x1 cell containing
the result for the di�erent features.

Then by going through these results and checking if the category of the �ower
under test is the same the percentage of recognition for the invidual feature is
obtained and showed in the Figure
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Figure 20: Results for each features separately, respectively 'ColorHis-
toRGB' 'ColorHistoLAB' 'ColorHistoHSV' 'ColorHistoYCrCb' 'Moments'
'Contour.Interpolation' 'Contour.Interpolation01' 'Contour.Projection'
'Contour.MinMax' 'Contour.AreaRatio' 'Contour.NumberPetal' 'Fe-
lib.ColorFeaturesHSV' 'Felib.ColorFeaturesHSV3D' 'Felib.ColorFeaturesRGB'
'Felib.ColorFeaturesLAB' 'Felib.ColorFeaturesRGBpyr' 'Felib.Gabor' 'Fe-
lib.Gist'

We quickly notice that the Color Histograms (the �rst four) are above all
the others with the best result at 69% with HSV color histogram. We also note
that the Moments, the Interpolations have a rate below 20% and even worst the
two ratios, areas and min/max, have less than 10% of correct decisions. Being
situated around 30-40% the FELib features are in the average.

Now the question is, whould it be possible to improve these results by com-
bining some features together?

10.1.3 Combining the features

This part has been done in matlab in eval_all_features_distances.m. This
time a big 3D matrix is created holding all the eulidean distances between all
the images and for all features! That means the matrix has a size of 110x18x110
and all the distances are normalized. Note that no C++ code is called here, the
features are directly read from the �les.

Then weights are assigned for each features, let's give them all a weight of 1
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to begin with. All the distances are sum up along the features dimension yielding
in a 2D 110x110 matrix with the score obtained from the distance calculated
for all �owers compared to all �owers. To clarify, all the diagonal elements will
be null as they represent distances between the same �ower.

Now by taking the second smallest score for each �ower and again checking if
their category are identical will allow to deduce a recognition rate based minimal
weighted distances.

The result by taking all features weighted equally is: 73.6 %. We see that
there is already an improvement compared to the best feature alone (which was
69%). But now by playing around with these weights a better combination can
be found. For instance, by taking only four features (HSV color histo, moments,
projection and hsv-based Felib) a recognition rate of 79% is reached!

In the previous test the four features had the same weight, now by varying
the weights through 3 loops (one weight was set to one as only their relative
values are important). The obtained best weights were �nally 1, 1.1, 1.5, 1.2
for respectively HSV Color Histo, Moments, Projections and HSV-based Felib.

A �nal recognition rate of 80% has then been achieved increasing of 10% the
best feature taken alone as illustrated in Figure .

  

80%

Figure 21: Final recognition rate of 80% reached with a combination of features
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Note that surprisingly the feature Moment is part of the best solution even
if its rate alone is very low (~10%). This can be explained by the fact that this
feature is not good at identifying similarities but is useful to exclude candidates.

10.2 Final Showdown

A few samples of �owers present in the database were gathered in order to
test the framework on a real plant. The experiment was conducted indoors
although the original pictures had been taken outdoors. And yet, after a good
segmentation, often about 4 or 5 features named the right �ower. Also during
the oral presentation the experience has been o�ered to the jury to take a photo
of a photo and, despite some color modi�cations through the printing, almost
all features have resulted the correct �ower!

11 Conclusion

This very ambitious project has been a source of constant learning for the au-
thor. The early stages consisted of investigating the biology dimension of the
problem. With some documentation and the advices of a professional biologist
the concepts were quickly clari�ed, even some ideas of features were already
thought up. Then the review of the state of the art has helped a lot to under-
stand the di�culties and the solutions proposed up to date. The elaboration
of a nice framework has taken quite a bit of time but was worthwhile as when
it was in place the addition of a new element (feature, distance, etc..) was
very convenient. The segmentation step has been proven to be crucial and a
marker-controlled watershed algorithm has been used. After having imported
some features and implemented some others for a total of 18 di�erent features,
the testing phase could begin with the use of ground truth evaluation. Most
of the features gave quite disappointed results by rarely being above 40%. But
then by combining all the features together a promising rate of 73% was ob-
tained. And further playing with the di�erent ways of using these features a
�nal recognition rate of 80% has been reached.

It would be very interesting to continue working on this project as this
framework could serve as a kernel while exploring new solutions. Many new
issues would arise if considering a �nite product application which would make
it even more motivating.

12 Future Work

In this section some ideas are thrown that could improve or complete the current
system.
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12.1 Adding extra information

The implementation on android has until now only brought additional di�cul-
ties or constraints. What if for once one can actually bene�t from additional
information available in a phone like when or where the picture was taken. In-
deed �owers usually have a speci�c period of the year when they bloom or some
can only grow on mountains or close to a lake, etc. Anyway having GPS co-
ordinates or time of the year could extremely reduce the number of possible
candidates.

12.2 Leaves Analysis

As explained by Pascal Vittoz (see Section 3.3) the leaves play an important role
in the process of �ower recognition. So the possibility should be given to the
user to take one picture of the bloom and one picture of the leaf (if available).

Di�erent shapes of leaves mainly in the teething exist as it has been shown
in Figure 5. Also combined with an analysis of the nervature could signi�cantly
increase the recognition rate. In the �gure 22 a photo of a leaf taken around
EPFL, the nerves are clearly visible and the teeth well marked.

Figure 22: Photo of a very characteristic leaf

12.3 HS Color space Features

In [5] their color features are only based on the observation of some values of
the HS plane which they separate in 72 regions as shown in the Figure 23 below.
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Figure 23: HS space divided in 72 cells

Then they identify the segment which has the largest entry and deduce
many features, their best one (they say) being 'the x coordinate of the largest
color cell'. This approach is worth exploring as it seems to give extremely good
results.

12.4 Bigger database

Obviously if this application pretends to enter the market a much bigger database
would have to be collected (maybe organized by continents or countries).

12.5 Automatic Segmentation

To continue with the previous point, a bigger database will introduce another
problem which is the segmentation. Until now it was done manually but would
be quite unfeasible for a larger database. Some methods could be explored for
automatic segmentation such as improving the method employed in [5] which
makes the assumption that the �ower is focused and the background defocused,
then uses a normalized cost method. To date no perfect method has been found
but to have a self-su�cient segmentation process is something worthwhile.

12.6 Distance measurement

In this project mainly Euclidean distance has been used. Some tests with scalar
product distance has been done but no relevant results were obtained. However
the use of a new distance measurement such as the Mahalanobis distance could
be of great use. Indeed this kind of distance measurement takes into account the
neighboring values. While Euclidean distance would be rapidly big for slightly
di�erent histograms, Mahalanobis distance would be especially e�cient as the
data are highly correlated.
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13 Appendix

13.1 Files organisation

The working directory should contain the following elements

• a text �le with all the names of the �owers (listImage.txt)
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• a folder 'images' with all the �owers with their names starting with '�ower.'
(exemple: �ower.sun�ower.jpg)

• a folder 'segments' with all the segments with the same names as the �ow-
ers but this time starting with 'segments.' (exemple: segments.sun�ower.PNG)

• a folder 'masks' with all the masks also with the same name but starting
with 'mask.' (exemple: mask.sun�ower.jpg)

• a folder 'features' with all the features for each �ower, exemple: fea-
ture.sun�ower.Gabor.txt

13.2 Software Documentation

In this section you will �rst �nd a sketch of the tools and the general class
diagram. Then all classes present in the system architecture are explained one
by one, presenting their basic utilisation and their funcionnalities are roughly
described.

Note that the Doxygen documentation will be attached on the DVD.

13.2.1 Tools

The computer language used for this project is C++, compiled with Microsoft
Visual C++ 2008 Express Edition. The computer vision library OpenCV has
also been employed.

In a �rst stage the idea was to code everything in JAVA so as to implement
the application on android. The importation of OpenCV library into JAVA
was not straightforward and even if a way has �nally been found, its utilisation
then was inconvenient as a lots of functions did not work the same way and the
documentation was very limited. To save a lot of time the decision was taken
to code everything in C++ and the application to be run on the server.

13.2.2 Class diagram

As shown in Figure 6 there are three main steps :

• Segmentation

• Features Extraction

• Matching

So it seems like a rational decision to create a class for each of these tasks, they
will be the core of the class diagram which is shown in Figure 24.

The class Feature, which is the base class for all other features, and the class
Segmentation are both necessary for the database evaluation as well as for the
matching. An additional class called Paths deals with all the paths in the code
to have a nice environment-independant architecture for all the other classes.

Usually the code is well commented and should be self explanatory.
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Figure 24: Class diagram

13.2.3 Paths

The class Paths impose the organisation of the folder and �les and can be mod-
i�ed to the wish of the user. At the moment a folder 'images', 'segments',
masks' and 'features' have to be present in the working directory which is the
main member. The second member is 'listFile' and correspond to the name of
the �le containing all the �owers names. It should be within the working di-
rectory. Then all the other members are paths for respectively the �owers, the
segments, the masks and the features; always from the working directory. The
constructor takes 6 string arguments to assign these values. While the construc-
tor is called the values for each of the arguments is stored in another member
in order to remember its initial value while calling the method 'generatePaths'.
This is very usefull when treating the all database not to have �lename like
�ower1.jpg.�ower2.jpg etc.

The method 'generatePaths' is used to initialise all the path when the name
of the �ower to be treated is known. The last method 'setFeatureType' is used
after the declaration of a new Feature in order to get suitable features �le names.
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13.2.4 Feature

This class is the based class for all features. Its main member is myFeatVec
which is a vector of �oat. It contains the values extracted by a given feature.
Other members are 'img', the �ower image, 'mask', the mask image, essential
for feature extraction. The constructor takes the paths of this two guys as
arguments and load them within the class. Every derived class has to call the
constructor of the base class! A getter has been created for myFeatVec, called
'getFeatVec()'.

'readNames' is used to read the �owers names from the txtFile and put them
in a vector of string. Two other methods '�ndMax' and '�ndMin' return the
index of respectively the maximum and the minimum element in a vector of
�oat.

All classes derived from Feature should have a 'extractFeature()' method
which assign the member 'myFeatVec' to the current features values it also
write the features to a �le with the suitable name. The �rst line is a header
which indicates how many elements follow.

ColorHisto The constructor of this class has an additional argument to spec-
ify in which color space the histogram has to be computed, �RGB�, �LAB�,
�HSV�, �YCrCb�. Its extractFeatures uses the histograms facility of OpenCV
and produces a vector of length 3 · 256 = 768.

Contour This class has a few children and incorporates new members that are
'distancesVec', 'anglesVec, 'maxDist' and 'minDist', which are respectiveley a
vector of �oat representing the distances for each point on the contour, a vector
of �oat representing the angles corresponding to the distances, the maximum
distance and the minimum distance. The method 'assign_DisAngVecs()' will
�nd the contour and assign the two vectors members.

Note that the Interpolation in order to get a regular angles axis is made in
the derived class Interpolation which will inheritate of these distancesVec and
anglesVec. All other children can use the already computed values.

Felib The incorporation of this library in the architecture was not straight-
forward since it has been created for the language C and some linker error
recursively appear unless the keyword

extern "C" { }

embraced every declarations of the functions implemented in the library! More-
over with the source code not being available it is often hard to check what
such-and-such function does and how to correctly use it.

Without the source code it is also impossible to explain how the extractions
are done, but one thing for sure is that it doesn't give the possibility to input a
mask which is quite an important drawback because it will take the background
into account for each image !
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Note that for the sake of good order all non-�ower pixels have been set to
zero.

ColorFeatures The constructor has an additional argument to specify which
features to use (default is HSV), the codewords are : �HSV�, �HSV3D�, �RGB�,
�LAB�, �RGBpyr�.

13.2.5 Segmentation

The class The class Segmentation has 3 members: img, segments and mask.
img is the original �ower, segments are the user input markers, mask is the
resulting mask.

The constructor takes the full path of the �ower as argument and load it
into the member 'img'.

The method genSegments is meant to be the result of the user's drawing. In
this case the segments have already been established (yielding in a good mask)
and the function just loads the image into the member 'seg'.

The method getMask is a getter for the mask.
The method SegmentMe actually does the segmentation. Its input is the

path of the mask where the ouput should be written to. It mainly uses the
OpenCV function 'cvWatershed' (see [35] for more information) with a little
trick. The cited function takes a pointer to a IplImage as argument but the depth
should be a signed 32-bits integer but all images have unsigned 8-bits integer
depth. This transformation is far from being straightforward and should use the
function cvFindContour to �nd the contour in the �rst image (the U. 8-bits)
and draw these contours into the other image (S. 32-bits) using cvDrawContour
(more infos about these functions again in [35]). Finally the output mask is
painted after the watershed has been called.

The executable In the �nal application implemented on the android phone,
the segmentation will be called from the server in JAVA. An executable had to
be created to do so. Its name is segmentationExe and takes 3 arguments that
are : path of the �ower image, path of the segments image (just drawn by the
user), path where the output mask should be saved.

13.2.6 DatabaseEvaluation

The DatabaseEvaluation class acts as a main but for the full set of �owers. It
surely need a Paths to be able to write the features in the right place with the
right names. The txtFile is also a member and will be used to go through all
the �owers in the database. listNames has already been met and is also assigned
with the method 'setListNames' called within the constructor. The constructor
takes a Paths as argument to assign the member myPathsDB.

The main function is 'doIt()' which will go through all the image extract all
the features and write them all in multiple �les with the correct names. After
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that the Matching class will go read the values written directly in these �les
without having to recalculate everything.

13.2.7 Matching

This class is probably the most important, it has many members one of them
being a typdef 'FeatureVector' which is a vector of Feature. It was created to be
able to add as many Feature as wanted for the matching. This is done by using
the method 'addFeature()'. It also contains a distance as di�erent measurement
can be used, default is Euclidean. The method 'getResult()' will go through the
featureVector and for each feature separately compare the test �ower with all
the others in the database. Another method 'compare()' care about this task
and will read the features in the �le �nd the closest one (method present in
Distance) and returns the resulting �ower.

13.2.8 The detectExe

To run the whole framework in JAVA an executable has also been done for the
detection. Its name is detectExe and it was created in another project to deal
with some issues. It should take 3 arguments the path of the image, the path
of the mask, and the path of the �le where the results have to be written (for
each feature). It also e.g. doesnt write to �les the features of the �ower under
test.

13.3 DVD

In the DVD the following items can be found:

• The database (images, segments, masks, features)

• EVALUATION folder

• Source Code: segmentExe, detectExe, FlowerRec (original source code)

• Doxygen documentation

• Final Presentation

• Papers

• Meeting with biologist material : Floristique_09.pdf, legend.xls, Plants
with Flower in Switzerland by Pascal Vittoz.xls

• FELib library original �source� code

• Final Report.pdf

• README.TXT (for evaluation)
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