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Abstract

We consider investigating the effect of gender in word production by classifying Electroencephalography (EEG) brain signals. The EEG signals are analyzed in temporal domain, spatial domain, and frequency domain using various neural-network (NN) models, e.g., Gated Recurrent Unit (GRU) and Convolutional Neural Network (CNN). The highest classification accuracy, 94.7%, is obtained in Beta band (14-30Hz). To understand the disparity of brain activities between female and male, we propose a gradient-based method to indicate the brain regions and time periods exhibiting dominant differences in the picture naming task, which helps us reveal dynamic changes of brain in a more accurate and easier fashion compared to the accuracy-based method and traditional analysis techniques.

1. Introduction and Related Works

We consider the problem of investigating the effect of gender in word production. The ability of speaking is one of unique developments of human in evolution. However, speech (or word) production is a complex mental process involving vision perception, memory retrieval, semantic embedding and decoding, etc. Usually, to understand this process, the picture naming task is used, where subjects are required to utter the name of the object shown on the picture. Meanwhile, the subjects’ brain signals are recorded by non-invasive neuroimaging techniques, e.g., EEG, magnetoencephalography (MEG), or functional magnetic resonance imaging (fMRI), for further analysis.

It has been reported that the language abilities differ significantly across individuals [2][5][22]. Factors, such as gender, age, memory capacity and education, are believed to contribute to these differences. Previous works [3][4][11] have researched thoroughly on the age factor for word production, and found obvious differences in topographic patterns of EEG signals from subjects with various ages. However, the effect of gender is less investigated, though it is well known that female and male observe many disparities in brain structure and function and mental behaviours [8][10][16][17]. To fill this gap, we focus on the study of the influence of gender in word production by analyzing EEG signals with the help of the neural-network classifier (as we have witnessed the advances of neural networks in the study of EEG [7][12][19][23]).

Given the measurements of brain activity (i.e., EEG signals) and their corresponding labels (female and male), we ask 2 key questions- (a) if we train a classifier on the measurements and obtain an accuracy (on test data) far above the chance, can we claim that there are distinctive patterns existing in EEG signals for female and male?, and (b) given the well trained classifier, can we use it as a probe to help us diagnose when and where these different patterns can happen?

The answer to (a) will be yes under the assumption that the data is enough for training and the classifier is powerful enough to find the underlying patterns. Since the EEG signal is high-dimensional data with strong spatio-temporal correlation essentially, a powerful classifier is required to be able to find the features encoding these properties for EEG. Out of this reason, we consider a CNN model modeling the non-linear and spatio-temporal dynamics of EEG and show its superior performance in the classification accuracy when compared to other models. Next, with this well-trained CNN model, we propose an accuracy-based and a gradient-based methods to assist us in the detection of signal topographic differences between female and male. As will be discussed in Sec. [2][3] we argue that the accuracy and the gradient obtained from the classifier are the strong indicator of the degree of signal dissimilarity, which makes the realization of (b) feasible. Thanks to these methods, we can find significant differences in amplitude and latency existing between female and male, in certain regions (e.g., channel A29/D31) and after 100ms from picture onsite. When compared to the traditional analysis techniques, i.e., event-related potential (ERP) [13] and topographic analysis of variance (tANOVA) [14], our method reveals brain dynamic changes in a more accurate and easier fashion.

2. Method

2.1. EEG Data Collection

The 128-channel EEG signals are recorded when subjects are undertaking the picture naming task. The subjects are 80 right-handed and French native speakers, 40 females
and 40 males. The EEG signals are sampled at 512Hz and band-pass filtered (low cut-off frequency 0.2Hz, high cut-off frequency 30Hz) with a second order acausal Butterworth filter. Epochs of 300 time-frames (TFs), 50 TFs before the picture onset and 250 TFs after, are kept (approximately 600ms). The trails with artifact are discarded, giving us 7256 validate data in total. All the data is z-scored prior to training and classification. More details about the data collection and preprocessing can be found in [3]. The data is split into 5 folds for cross validation (see Appendices A). We show the actual channel positions in Fig. 1(a), where the circle represents the head viewed from the top. In Fig. 1(b) we show an example of the raw 128-channel EEG signal, where time point 0 means the picture onsite.

2.2. Classifier

Since EEG signal is high-dimensional data with strong spatio-temporal correlation, we consider various models to explore different characteristics of EEG. We first start with a simple linear model (denoted by LIN), for which the input is a flattened vector of EEG with $128 \times 300$ (channel $\times$ TF) elements. To model the non-linearity of EEG, the second model we implement is a multilayer perceptron (MLP) having three fully connected (FC) layers with ReLU and dropout in between. To encode the temporal correlation, we use a model with a GRU layer followed by two FC layers. To model the non-linearity of EEG, the second model we implement is a multilayer perceptron (MLP) having three fully connected (FC) layers with ReLU and dropout in between. To encode the temporal correlation, we use a model with a GRU layer followed by two FC layers. To model the non-linearity of EEG, the second model we implement is a multilayer perceptron (MLP) having three fully connected (FC) layers with ReLU and dropout in between.

2.3. Topographical Significance Visualization

Typically, ERPs and tANOVA are used to analyze the underlying topographic differences between different groups (classes). ERPs are measured by means of EEG from the same class for each individual channel. People need to check different channels to locate where the components (positive/negative waveform peaks) have significant difference in latency or amplitude, which is tedious and laborious. tANOVA is a non-parametric randomization test measuring the global topographic dissimilarities between classes at each time point independently. However, it cannot reflect the channel-level difference and the correlated fluctuation over time. Given these drawbacks, we propose an accuracy-based and a gradient-based methods to help us detect and visualize the underlying spatio-temporal topographic patterns in EEG.

**Accuracy-based Significance.** Intuitively, the classification accuracy of a specific classifier can be directly used as the indicator to measure the significance of dissimilarities-the higher the accuracy, the more difference the signals will exhibit in waveform patterns. Therefore, we propose a naive accuracy-based method. To measure the temporal dissimilarities, we use a sliding window with length $l$ to extract the signal segment starting from $i^{th}$ TF. We train our classifier on these segments, and the corresponding test accuracy is recorded as the significance value at $(i + l/2)^{th}$ TF. In this way, we can acquire the temporal change of signal dissimilarities. As for the spatial measurement, we use each single channel to train our classifier. Again, the test accuracy is recorded for each channel as the significance value, indicating the level of difference happening at that channel position. However, as will be discussed in Sec. 3.2, this method suffers from drawbacks like high time cost and inaccuracy. To address these issues, we propose the following gradient-based method that only needs to train the model once while being able to indicate the spatio-temporal significance more accurately and detailedly.

**Gradient-based Significance.** It has been shown that the model gradient can be applied to interpret model’s output [20, 18], which inspires us to use gradient as the significance value. Specifically, the classifier $f(x)$ is first trained...
on the entire training set, where \( x \) is the input signal. Given a test EEG trail and its label \( l \in \{0, 1\} \), we compute the gradient with respect to \( \tilde{x} \) using Guided Backpropogation (GB) \cite{17} as \( g_l = \frac{\partial y_l(\tilde{x})}{\partial \tilde{x}} \), where \( y_l(\tilde{x}) \) is the \( l \)th element of the model output. GB backpropagates the gradients having positive influence in the prediction by masking out the negative values with the help of the forward-pass output of ReLU layers in the model. Since the input EEG signals can have both positive and negative values (note a positive value contributes positively via positive gradients while the negative one via negative gradients), the final significance value is obtained by

\[
S(\tilde{x}) = \max(0, g_l \odot \text{sign}(\tilde{x})) ,
\]

where \( \odot \) and \( \text{sign} \) represent the element-wise multiplication and the sign function, respectively. \( S(\tilde{x}) \) depicts the significance of each input element in the contribution of the final correct prediction. In other words, it shows the degree of the signal dissimilarity at a specific space-time point; the higher the significance value, the higher the possibility of pattern dissimilarity existing. As long as the classifier is well-trained and able to capture the spatio-temporal dynamics of EEG, this gradient-based method can reveal the complex dynamic changes of brain across the spatial and temporal domains in a more accurate and fine-grained level.

3. Experiments

3.1. Gender Classification

We first present the gender classification results for EEG signals. In Table 1 we compare the performance of the models introduced in Sec. 2.2. The accuracy of the non-linear model MLP outperforms that of the linear model LIN by 4.1% when tested on the full-band signal (0.2-30Hz). The accuracy is improved further if we use the temporal model GRU. The best result 90.0% is obtained by the CNN model, which considers both the non-linearity and the spatio-temporal properties of EEG. Note that the parameter number of CNN is comparable to LIN’s but much less than MLP’s and GRU’s. This demonstrates the efficacy of our CNN model. To investigate the model performance on different frequency bands, we filter the EEG data by second-order Butterworth filters to generate signals in Delta (0.2-4Hz), Theta (4-8Hz), Alpha (8-14Hz) and Beta (14-30Hz) bands. It is noteworthy that using the Beta band gives us the highest accuracy for CNN/GRU, while the model performance drops significantly on the Theta band (for CNN, 94.7% in Beta vs 76.5% in Theta). This indicates that the EEG signals of female and male are more distinguishable in the Beta band but less in the Theta band, which can be explained by the fact that beta waves are often associated with active thinking whereas theta waves tend to appear during inactive states \( \mathbb{I} \), e.g., meditation and sleeping. However, LIN/MLP do not show the same tendency- they perform better in low frequencies. This can be explained by their incapability of modeling temporal or spatial information. Because of our CNN model’s superior performance, we will use it as the visualization tool for the detection of signal topographic differences between female and male.

![Table 1. Classification accuracy for different frequency bands of EEG and the parameter numbers for different models.](image)

3.2. Accuracy-based Significance Visualization

We next evaluate the accuracy-based method for significance visualization. The temporal and spatial significance is shown in Fig. 4. It is indicated that the signals around 200ms and in the red regions should observe obvious difference between female and male, which, however, is not completely consistent with the EEG amplitude distribution (see Appendices C). Besides, a smooth visualization requires retraining the model for each time point and each channel multiple runs, and then averaging the accuracy over these runs to eliminate the influence of noise caused by random seeds. Moreover, for the temporal significance, a higher temporal resolution can be achieved by a smaller step size but will increase the time cost further, and its result is sensitive to the choice of window length (Fig. 1 in Appendices); for the spatial significance, because it is computed independently for each channel, the inter-channel correlation is ignored, which also explains the low accuracy obtained for each channel. Given these issues, the accuracy-based method is not ideal for significance visualization.

3.3. Gradient-based Significance Visualization

We finally evaluate our gradient-based method and show how to reveal the intergroup differences in EEG with it. Fig. 5 shows the significance maps of female and male averaged over test EEG trails and time. It is noticeable that the signals from the center-back region contribute more to the prediction of female, while it is the region of the left-back for male. These regions cover the parietal lobe, the temporal lobe and the occipital lobe of brain, whose functions are highly related to language interpretation, vision perception and memory \( \mathbb{I} \). This is consistent with the fact that vision, language and memory of participants are highly involved in the picture naming task. So there can be significant signal differences in these regions.

\[\text{Our model architecture is not directly fitted to Grad-CAM} \,^{(18)}, \text{so we use Guided Backpropogation here.}\]
Figure 3. The first row shows the spatio-temporal significance heat map generated by our gradient-based method (bright color means high significance). The second row shows periods of significant differences in the tANOVA analysis ($p < 0.01$, marked in cyan). The third row shows the ERPs of channel A29, D31 and A2 for female and male. The last row shows the comparison of EEG topographic maps (red - positive voltage, blue - negative voltage) and our significance heat maps at different time points.

Figure 4. The illustration of (a) the temporal significance curve (window length 50 TFs, step size 5 TFs) and (b) the spatial significance map.

Figure 5. The brain heat maps of female and male averaged over test EEG trails. Bright color means high significance.

The first row in Fig. 3 gives a more detailed illustration of how significance changes along with the time for each channel, where each line represents a single channel (the map is averaged over female and male). Given this heat map, we can easily localize the time periods and channels having significant differences by checking the color brightness. In general, the periods around 100ms and 200ms after the picture onsite show the highest significance. We plot the ERP waveform of two brightest channels (A29 and D31) and one darkest channel (A2) in the third row of Fig. 3 for a close inspection. We can find clear amplitude differences and latency shifts between female and male in A29 and D31 - male has lower amplitude and higher latency for P1 and P2 components (1st/2nd positive peaks), and also large latency for the N1 component (the 1st negative peak). However, as implied by our heat map, the waveform of A2 for female and male shows almost no difference. The consistency between ERPs and our significance map indication demonstrates the accuracy and efficacy of our method. On the contrary, tANOVA (the second row of Fig. 3) is unable to have such high spatio-temporal resolution and even fail to highlight the period around 200ms. The last row in Fig. 3 displays EEG topographic maps and our significance maps at different time points. Our maps can directly tell us which regions of the brain we should pay attention to.

4. Conclusion

In this work, we consider to investigate the effect of gender in word production for EEG signals with NN classifiers. By means of experiments on different frequency bands, we prove the efficacy of our CNN model. With this model, we are able to design a gradient-based method to visualize the significance of signal difference across gender, which helps us find the significant dissimilarities in amplitude and latency between female and male from certain channels and time periods.
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Appendices

A. Implementation Details

For MLP, the hidden size of its first two layers is 128. For GRU, the hidden size of the GRU layer is 128. The experiment results show a larger hidden size will lead to a less generalized classification performance because of the overfitting effect, and a smaller hidden size more likely towards underfitting. The outputs of the GRU layer at every 30th time point are concatenated as the temporal feature, and are forwarded to the next FC layer, whose input size is consequently. This can give us a better classification result than only using the output from the last time point. Dropout is also added between each layer to strengthen the regularization ability, and ReLU is used as the activation function for FC layers. For CNN, the 1D CNN layer has 8 kernels of length 16 and stride 1. The kernel size and the stride for the average pooling layer is 8 and 4, respectively. The dropout probability is set to 0.5 for all models. Cross entropy loss and Adam optimizer [9] are used in the optimization of model parameters. We set the learning rate to 1e-3, the batch size to 128 and the maximum number for the epoch to 100 (we did not see any improvement with more epochs). The implementation is in PyTorch [15].

We randomly select 10% of the data as the test data. The rest data is split into 5 folds for cross validation. For each fold, the test accuracy is obtained using the model having the highest validation accuracy. Then, we average test accuracy over 5 folds to give final results reported in the paper.

B. Classification for Data in the Wild

In this section, we want to see how the trained models will perform on EEG data from unseen subjects. That is, we are testing model’s generalization capability. Since it is impossible for us to record EEG data from new subjects, we make modifications on the data splits to simulate this cross-subject setting. For the testing, we randomly select 4 subjects (2 females and 2 males) and use all of their EEG data (385 EEG trails) to form the test set (previously the test data is randomly selected from all subjects). The rest subjects will be randomly selected to form the validation set and the training set. We still use 5 folds for cross validation. In this way, it is guaranteed that the test data is ‘in the wild’ and from unseen subjects. Table 1 reports the classification results with this new test setting. We can notice the huge drop on the classification accuracy when compared to the results of Table 1 in the main paper (for CNN on full band data, 90.0% against 66.3%). However, the accuracy is still far above the chance (50%) - 30% improvement. Unlike nowadays’ large-scale training which uses millions of data, we only have 65 subjects for training. Therefore, it is fair for us to argue that our CNN model is able to capture some general underlying patterns of EEG that are different between female and male. We believe the accuracy will improve when training with EEG data from more subjects.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>LIN</th>
<th>MLP</th>
<th>GRU</th>
<th>CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full (0.2-30Hz)</td>
<td>55.5%</td>
<td>53.5%</td>
<td>62.4%</td>
<td>66.3%</td>
</tr>
<tr>
<td>Delta (0.2-4Hz)</td>
<td>50.8%</td>
<td>53.2%</td>
<td>57.3%</td>
<td>55.2%</td>
</tr>
<tr>
<td>Theta (4-8Hz)</td>
<td>50.1%</td>
<td>54.7%</td>
<td>55.4%</td>
<td>53.4%</td>
</tr>
<tr>
<td>Alpha (8-14Hz)</td>
<td>52.9%</td>
<td>61.2%</td>
<td>63.9%</td>
<td>61.9%</td>
</tr>
<tr>
<td>Beta (14-30Hz)</td>
<td>51.7%</td>
<td>56.8%</td>
<td>63.9%</td>
<td>63.1%</td>
</tr>
</tbody>
</table>

Table 1. Classification accuracy for unseen subjects.

C. Issues of the Accuracy-based Method

In Fig. 1, we compare the temporal significance curves of various window length with the averaged ERPs. We can notice the peaks around 200ms (which is corresponding to P2 in ERPs) from all curves. According to Fig. 1(a), there are dissimilarities between female and male at P1, N2 and N3, but these positions are not clearly pointed by the temporal significance curves. Besides, the curves generated by different window length are not completely consistent. As for the spatial significance map shown in Fig. 4(b) of the main paper, when compared to the EEG topographic maps as Fig. 2, we can find regions, such as the left-back, are not highlighted as expected. Therefore, the naive accuracy-based method is inaccurate and inappropriate for the significance visualization.

Figure 1. The comparison between (a) ERPs of female and male (averaged over channels) and the classification accuracy curves with different window sizes - (b) 40 TFs, (c) 50 TFs and (d) 80 TFs.
Figure 2. The EEG topographic maps (amplitude distribution) of female and male averaged over time.

D. Gradient-based Significance Map

Figure 3. The comparison of significance maps generated by different strategies.

The significance value of our gradient-based method is calculated as

$$S(\tilde{x}) = \max(0, g_l \odot \text{sign}(\tilde{x})),$$

where $\tilde{x}$ and $g_l$ are the input EEG signal and the corresponding gradient respectively. Instead of using the sign of $\tilde{x}$, another way to compute the significance value can be

$$S(\tilde{x}) = \max(0, g_l \odot \tilde{x}),$$

which directly uses the value of $\tilde{x}$. But as illustrated in Fig. 3, we observe no obvious difference in the maps generated by Eq. 1 and 2.

E. T-Test

Figure 4. The t-test analysis of EEG at each channel and time point.

T-test or analysis of variance (ANOVAs) is also used for EEG Data analysis. Here we run t-test of each channel and for each time-point on amplitudes of EEG signals. The result is shown in Fig. 4 ($p < 0.001$ marked in red). This analysis only measures amplitude difference at a specific point, so it is not able to reflect the underlying spatio-temporal patterns. As can be seen from Fig. 4, the period before picture onsite (0ms) is even highlighted. Signals in this period usually have different amplitude but similar waveform for female and male (see the third row of Fig. 3 in the main paper), which are just some arbitrary brain states and irrelevant to word production. Consequently, t-test in itself is not accurate enough to show task-related disparity.

F. Behavioral Data Results

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.839(0.079)</td>
<td>0.837(0.067)</td>
</tr>
<tr>
<td>Reaction Time</td>
<td>943.8(128.6)</td>
<td>962.7(127.0)</td>
</tr>
</tbody>
</table>

Table 2. The mean and standard variance of female and male for production accuracy of the picture-naming task and the reaction time (ms) of cognitive assessments.

Here we report behavioral data results for female and male. In [3], an reaction time test is conducted for the cognitive assessment, where subjects hit different keys according to the content shown on the screen and the corresponding reaction time is recorded. They also record each subject’s accuracy in the picture naming task. From Table 2, we can find that female and male have close values of mean and standard deviation (STD) for both accuracy and reaction time. Based on Kruskal-Wallis test, the p-value for accuracy and reaction time is 0.819 and 0.503 respectively, which are far larger than 0.05. This also confirms that the cognitive states of subjects are similar, and consequently eliminates its possibility to be one of the factors causing the differences in EEG.

G. Gender Distribution across Age

Figure 5. The gender distribution over each age group.

As stated in the introduction from the main paper, subjects’ age is an influencing variable for word production. In
Fig. 5 we report the gender distribution for each age group as divided in [3]: children (10-12 years), young adolescents (14-16 years), older adolescents (17-18 years), and adults (20-30 years). We can notice the numbers of female and male in each group are not equal, but the gaps are relatively small. So the age is not likely to be the significant factor that leads to the results we obtained in the main paper.