Predicting gene-gene relationship with CNNC model
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Abstract—In a complex cell system, it is now clear that biological function cannot be attributed to an individual molecule in most of the cases. Network analysis of biological molecules has been proved informative. In gene network analysis, research shows that genes with related functions often have similar expression patterns. Pearson correlation coefficient is the most used representation in measuring similarity for gene-expression data. After getting the quantitative representation of the gene-gene relationship, further analysis such as clustering can be performed to further investigate the gene co-expression network. Due to the unsupervised property of the clustering method and the limitation of the Pearson correlation coefficient, some important gene-phenotype relationships may be dismissed while some false positive relationships may arise. Traditional gene sequencing experiments detect gene expression levels in a large number of cells thus only provide an average expression level which may not reflect the real interaction between genes which leads to false-negative results. Recent single-cell gene sequencing technology[5] allows us to acquire gene expression data on a single cell and overcome the shortcomings of bulk gene sequencing.

I. INTRODUCTION

A. Background

It has been over 60 years since Francis Crick stated the central dogma of molecular biology[1] and the central dogma of molecular biology still frames how we understand the information transfer between major biopolymers - DNA, RNA, and proteins. It remains a great challenge to understand the relationship between these information-carrying molecules and biological function.

With the advent of Next Generation Sequencing(NGS), the cost of gene sequencing is becoming more and more affordable, which allows scientists to investigate the relationship between genes and biological function or process at the genome level. In a complex cell system, it is now clear that biological function cannot be attributed to an individual molecule in most of the cases[2]. Instead, biological functions are triggered by the interactions between small molecules, proteins, DNA, and RNA. If we abstract these biological constitutions to nodes and represent their interaction in edges, we will get a network (figure[1]). The interaction type between biological constitutions is not limited and can be physical interaction, causal interaction, etc. This methodology is now widely used in biology and has been proved informative. Constructing a biology network can help us better understand the process of biological function.

In a gene network, each node represents a gene and the edges represent the interaction between two genes. Depending on the interests in the biological question, the corresponding quantitative representation should be defined. Research shows that genes with related functions often have similar expression patterns[3]. With this hypothesis, a gene co-expression network, where the interaction between two genes is quantified by the similarity of their expression pattern is developed. Pearson correlation coefficient is the most used representation in measuring similarity for gene-expression compared to other method[4]. However, the Pearson correlation coefficient has several drawbacks. First, it is valid only when there is a linear relationship. Second, it is sensitive to outliers. Third, it requires gene expression data to follow a normal distribution. Alternatively, mutual Information(MI) can measure non-linear relationships so is also used in gene relationship analyses[4].

After getting the quantitative representation of the gene-gene relationship, further analysis can be performed to further investigate the gene co-expression network. In traditional system biology methods, after calculating the Pearson correlation coefficient, the clustering algorithm is used to separating gene pairs into different groups called a module. The clustering method is an unsupervised method, which may lead to false-positive relationships.

Another problem lies in the acquisition of gene expression data. Traditional gene sequencing experiments detect gene expression levels in a large number of cells thus only provide an average expression level in a group. These average expression data may not reflect the real interaction between genes which leads to false-negative results. Recent single-cell gene sequencing technology[5] allows us to acquire gene expression data on a single cell and overcome the shortcoming of bulk gene sequencing.
B. Scientific Question

In gene expression analysis, a more common situation is that we know the phenotypes of the cells and want to know which genes contribute to these phenotypes, for example, diseases or biological processes. While in some other cases, like in ours, several genes related to disease or function are validated by former experiments. Then the question is if we can use these validated genes to find out novel biologically interesting genes that have been dismissed. The traditional gene-gene relationship inferring method using the Person correlation coefficient and clustering method has some drawbacks. Due to the unsupervised property of the clustering method and the limitation of the Pearson correlation coefficient, some important gene-phenotype relationships may be dismissed while some false positive relationships may arise.

Yuan and Bar-Joseph's convolutional neural networks-based method, CNNC [6], provides a solution to the problems and it is the reason why we are attracted by it and decide to apply their model to our biological question. With newly available single-cell expression data, Yuan and Bar-Joseph developed a to learn the relationship between two genes in single-cell expression data. In the article, the author collected genomics data of different mouse cell types from over 500 different scRNA-seq studies. The author also collected two sets of disease-related (asthma and chronic obstructive pulmonary disease, COPD, and on head and neck cancer, HNC) genes from “Malacards” [7]. By using the two sets of genes as labels, the author successfully predicted novel disease genes. In the top 10 predicted genes for asthma, one of them is recently determined to be a potential drug target for asthma therapy.

II. MODELS AND METHODS

A. Gene Labels and Data sources

We collected two sets of labels. The first set is from Prof.Aye’s lab which is known to be relevant as our “Known gene set”, then randomly chose 31 unknown genes from the library as our “Unknown gene set”. From “Known gene set” and “Unknown gene set”, we chose 1/4 of them to be the “Test gene set”, which can be divided into “Test-known gene set” (c) and “Test-unknown gene set” (d) containing 7 genes each. Meanwhile, we generated “Train-known gene set” (a) and “Train-unknown gene set” (b) with 24 elements each. To get NEPDFs as training set, we calculated 2D histogram for all gene pairs where gene1 is in (a) and gene2 is in (a) + (b), thus getting $24 \times 24$ gene pairs with label 1. To generate test gene pairs, we calculated NEPDFs for gene pairs where gene1 is from (a) and gene2 is from (c) + (d) with label 0 by the assumption that the probability of finding similar genes is very low in such a huge library, thus got $24 \times 7 \times 2$ gene pairs. Then We take a closer look at the typical NEPDF of two genes.

B. CNNC model

Convolutional neural network for coexpression (CNNC) method is a supervised way to show the relationship between genes, using their coexpression data in a single cell. With tens of thousands of cell samples, each gene has a sequence of over 40,000 integers, indicating the counts of its occurrence in one observation of a single cell, and we normalized the data based on gene length and sequencing depth. For each pair of genes, we processed their expression as a 2D matrix (Normalized empirical probability function, NEPDF) which can be fed to convolutional neural networks (CNN) to reveal the relationship between them. The network was trained by different balanced training set to give a binary output, with 1 to show stronger correlation and 0 to show weaker.

To implement this model, we first generated gene pairs as our raw data. For example, we used 31 human genes from the Prof.Aye’s lab which is known to be relevant as our "Known gene set", then randomly chose 31 unknown genes from the library as our "Unknown gene set". From "Known gene set" and "Unknown gene set", we chose 1/4 of them to be the "Test gene set", which can be divided into "Test-known gene set" (c) and "Test-unknown gene set" (d) containing 7 genes each. Meanwhile, we generated "Train-known gene set" (a) and "Train-unknown gene set" (b) with 24 elements each. To get NEPDFs as training set, we calculated 2D histogram for all gene pairs where gene1 is in (a) and gene2 is in (a) + (b), thus getting $24 \times 24 \times 2$ gene pairs with label 1. To generate test gene pairs, we calculated NEPDFs for gene pairs where gene1 is from (a) and gene2 is from (c) + (d) with label 0 by the assumption that the probability of finding similar genes is very low in such a huge library, thus got $24 \times 7 \times 2$ gene pairs. Then We take a closer look at the typical NEPDF of two genes.

Based on the Yuan’s original model, our CNN includes an input layer, 6 convolutional layers, 3 maxpooling layers and a flatten layer, as well as the final "sigmoid" output layer. For
human and mouse, we have three batches of different labels, we used these data to test the performance of the model and the methods.

III. RESULTS

A. Baseline

Simply applying the model, the results are not satisfying. After considering the data size and the initial training performance, we decided to use the first group of human scRNA expression as our baseline, and adjust our model.

<table>
<thead>
<tr>
<th>Train sets</th>
<th>Gene A</th>
<th>training-known</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test sets</td>
<td>Gene A</td>
<td>training-known</td>
</tr>
</tbody>
</table>

B. Fine-tune

One of our problems is the size of our data. Because our tasks are similar to some extent, and the dataset of Yuan’s is relatively big, we use fine-tune, one kind of transfer learning to utilize Yuan’s trained model. Since the task of the original model is a three classification task, we delete the last layer of the original model, add a Dense layer to change the output to our task and retrain the model. We also try to treat the original model as a feature extraction function and apply a two task classifier on the extracted features. This two methods achieve a similar result, which is a more satisfying result as shown in Fig. 7 and Fig. 8.

When the overfitting is severe, the performance on the training set can be amazingly good but the test accuracy could be embarrassing, especially for our small size. To avoid overfitting and distortion, we set the learning rate relatively low. We also explored the effect of the number of epoch, and the results showed epoch set to 200 is the best choice to achieve the trade-off between bias and variance.

C. Simplification

Since overfitting is quite severe due to the small dataset, and some hyperparameters need to be optimized, we applied different methods to find a better model.
D. Conclusion

We have shown that for two known genes, the model can tell whether they are related or not with an acceptable accuracy. Whereas for some unknown genes, the accuracy of the model is not significantly better than guessing. For further gene study in practice, we want to investigate whether a gene’s NEPDF from unknown set with each gene in the known set can be used to judge whether the gene has the same effect as the gene we know.

IV. Discussion

Our team think one problem with our model is in the database we use. In authors’ article, they collected genomics expression datasets of different mouse cell type from over 500 different scRNA-seq studies instead of genomics data set from a single study that focuses on one biological question, for example, asthma. For genes such as cell cycle genes that are crucial for maintaining basic cell survival, they may be more easily to respond to disturbances from the external environment than genes that are related by very specific biological activity. Thus in a combined database that consists of more than 500 different studies, different gene expression pattern can be shown between cell cycle related genes and non-related genes(figure 2). While in our case, from the NEPDF graph, we do not see an intuitive gene expression difference(figure 3), which could explain why our model can not reach a satisfying accuracy.

Choosing a gene expression database that is directly relevant to our investigated biological question may be a solution. But biological datasets are usually expensive and time-consuming. Single molecular sequencing technique is developed in recent years but it is still not a routine experimental procedure[12]. The expenses for single-cell library generation and sequencing are over 3500 dollars per experiment[13]. For diseases that are widely investigated around the world, open-source gene expression databases can be collected. While for cutting edge biological function/process that has not been investigated by many people, a gene expression database needs to be built from scratch.

Then there is another question: how many data is sufficient for CNNC model. Neural network model benefits from a large number of data. We are not sure if the CNNC model can perform well in single-cell gene expression datasets from only...
several experiments. Of course one could collect gene expression datasets that are not directly relevant to the investigated biological process. But there is a trade-off. If these datasets actually do not contain much information of labelled genes, addition noises are added.
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