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1 Overview and Goal

Time series data are ubiquitous. The explosion of new sensing technologies (wearable sensors,
satellites, mobile phones, etc.), combined with increasingly cheap and effective storage, is
generating an unprecedented and growing amount of time series data in a variety of domains
[1]. Understanding this time series data is important for many Artificial Intelligence tasks.
Recently, recurrent neural networks using the Long Short Term Memory (LSTM) architecture
have been used successfully to perform various supervised sequence learning tasks, such as
speech recognition, machine translation, and caption generation for images [2]. However,
most of the available data is "unlabeled”. There is a need for methods that are able to
describe the hidden structure from ”"unlabeled” data. Srivastava et al. used LSTM to learn
representations of video sequences [2]. The goal of this project is to develop and evaluate
methods based on LSTM for learning representations of time series. As a part of the project
you will implement at least two methods and apply them on at least two different datasets.
The aim of the next phase of the project will be to extend one of the methods and improve
its performance on the datasets.

2 Required Skills

e Familiar with Machine Learning and Probability

e Experienced with Python
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