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ABSTRACT
Several optimization scenarios involve multiple agents that desire

to protect the privacy of their preferences. There are distributed

algorithms for constraint optimization that provide improved pri-

vacy protection through secure multiparty computation. However,

it comes at the expense of high computational complexity and does

not constitute a rigorous privacy guarantee for optimization out-

comes, as the result of the computation itself may compromise

agents’ preferences. In this work, we show how to achieve pri-

vacy, specifically differential privacy, through the randomization

of the solving process. In particular, we present P-Gibbs, which

adapts the SD-Gibbs algorithm to obtain differential privacy guar-

antees with much higher computational efficiency. Experiments

on graph coloring and meeting scheduling show the algorithm’s

privacy-performance trade-off for varying privacy budgets, and the

SD-Gibbs algorithm.
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• Computing methodologies→ Distributed algorithms; • Se-
curity and privacy;
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1 INTRODUCTION
One of the most successful applications of distributed computing is

distributed constraint optimization problem (DCOP), first introduced

in [26]. DCOP is a problem where agents collectively compute

their value assignments to maximize the sum of resulting constraint
rewards. In DCOP, constraints quantify the preference that each
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agent places on each of its possible assignments. DCOPs help model

various multi-agent coordination and resource allocation problems.

E.g., distributed scheduling of meetings and graph-coloring related

applications such as mobile radio frequency assignments.

1.1 DCOP Algorithms
Solving a DCOP instance is NP-Hard. Nevertheless, the field has

grown steadily over the years, with several algorithms being intro-

duced to solve DCOP instances, each providing some improvement

over the previous. These algorithms are either: (1) search-based

algorithms like SynchBB [12], and MGM [17], where the agents

enumerate through sequences of assignments in a decentralized

manner; and (2) inference-based algorithms like DPOP [20], and

max-sum [6], where the agents use dynamic programming to prop-

agate aggregated information to other agents.

Ottens et al. [19] propose Distributed Upper Confidence Tree

(DUCT), an extension of UCB [7] and UCT [8]. While DUCT out-

performs the algorithms above, its per-agent memory requirement

is exponential in the number of agents. It prohibits it from scaling

up to larger problems.

Nguyen et al. [18] improve upon DUCT through their sampling-

based DCOP algorithms: Sequential Distributed Gibbs (SD-Gibbs)
and Parallel Distributed Gibbs (PD-Gibbs). These are distributed

extensions of the Gibbs algorithm [15]. Both SD-Gibbs and PD-

Gibbs have a linear-space memory requirement, i.e., the memory

requirement per agent is linear in the number of agents. The authors

show empirically that SD-Gibbs and PD-Gibbs find better solutions

than DUCT, run faster, and solve large problems that DUCT fails to

solve due to memory limitations. Therefore, in this paper, we focus

on SD-Gibbs
1
.

1.2 Privacy in DCOPs
The need for preserving the privacy of an agent’s sensitive informa-

tion is vital. This need holds for DCOPs, too, as, in the process of

‘solving’ a DCOP instance, the transfer of information across agents

may leak sensitive information, such as agent’s preferences, to the

other participating agents. Thus, privacy-preserving solutions to

DCOPs are necessary.

1.2.1 Achieving Privacy through Crypto-systems. Privacy in DCOPs
has focused on using cryptographic primitives, such as partial ho-
momorphic encryption. Several privacy-preserving algorithms exist,

which use cryptographic primitives atop existing DCOP algorithms

to provide strong privacy guarantees. These include P-DPOP [5],

1
Our results also follow for PD-Gibbs.
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-DPOP, P
2
-DPOP [14], which build on the DPOP algorithm;

P-SyncBB [10] over SynchBB; and P-MaxSum [23] which presents

the privacy variant of the max-sum algorithm. However, crypto-

graphic primitives and the computationally expensive nature of

DCOPs results in these algorithms not being scalable. For instance,

P-MaxSum requires a computational overhead that can range from

minutes to an hour. Also, the algorithm’s run-time itself increases by

a factor of 1000s over its non-private variant [23]. PC-SyncBB [22],

which adds collusion resistance to SyncBB, also does not scale.

1.2.2 Other Privacy Notions. In a parallel line of work, the authors

in [16] use information entropy to quantify the privacy loss incurred

by an algorithm in the process of solving a distributed constraint

problem. The work is later furthered by [2, 9]. Grinshpoun et al. [9]

present private local-search algorithms based on the algorithms

above. The authors use this quantification to show that their algo-

rithms provide a high quality of solutions while preserving privacy.

While the privacy loss metric defined in [16] is interesting, it does

not provide a worst-case guarantee. Practically, even a minor leak

may result in information being revealed completely.

In summary, we aim to provide rigorous and provable privacy

guarantees for agent constraints. Another serious problem of all

exact DCOP algorithms is that the final assignment leaks further

information about agent preferences. We adopt differential privacy
(DP) techniques to avoid such leaks. That is, unlike the existing

literature, our privacy variant is immune to post-processing.

1.3 Differential Privacy (DP)
To reiterate, we aim to preserve privacy of agent preferences, i.e., en-

suring constraint privacy in DCOPs. We employ DP [3] for the same.

One may note that when the set of variables and agents involved is

globally known, there are more efficient techniques for distributed

optimization using a central coordinator and stochastic gradient de-

scent. Researchers have developed DP techniques for this context as

well [13]. While such algorithms are well-suited for contexts such

as federated learning, where the model parameters are common

knowledge, in meeting scheduling, they would leak the information

of who is meeting with whom, which is usually the most sensitive

information. Therefore, we focus on algorithms where each par-

ticipant has local information, i.e., only knows information about

agents it shares constraints with and nothing about the rest of the

problem. In particular, we focus on achieving privacy in SD-Gibbs

using DP techniques. Furthermore, we consider a stronger local
model of privacy [4], which ensures the indistinguishability of any

two agents.

1.4 Contributions
We show that SD-Gibbs may leak information about agent con-

straints during its execution. Its iterative nature may further lead

to a high privacy loss over the iterations. As such, we must con-

struct a scalable DCOP algorithm that preserves the privacy of the

constraints without requiring a centralized authority.

Towards this, we develop a new differentially private variant

of SD-Gibbs. We present a novel algorithm P-Gibbs: which uses

soft-max with temperature to smooth sampling distributions in SD-

Gibbs. Additionally, during computation, we add Gaussian noise to

the relative utility in our algorithm. We then provide a refined pri-

vacy analysis within the framework of (𝜖, 𝛿)-DP. Our experiments

demonstrate our algorithm’s practicality and robust performance

for a reasonable privacy budget, i.e., 𝜖 , with SD-Gibbs as the baseline.

2 PRELIMINARIES
Distributed Constraint Optimization Problem (DCOP) is a class of

problems comprising a set of variables, a set of agents owning

them, and a set of constraints defined over the set of variables.

These constraints reflect each agent’s preferences.

Definition 1 (DCOP). A Distributed Constraint Optimization
Problem (DCOP) is a tuple ⟨X,A,D, F , 𝛼⟩ wherein,
• X = {𝑥1, . . . , 𝑥𝑝 } is a set of variables;
• A = {1, . . . ,𝑚} is a set of agents;
• D = 𝐷1 × . . . × 𝐷𝑝 is a set of finite domains such that 𝐷𝑖 is the
domain of 𝑥𝑖 ;
• F is a set of utility functions 𝐹𝑖 𝑗 : 𝐷𝑖 × 𝐷 𝑗 → R. 𝐹𝑖 𝑗 gives the
utility of each combination of values of variables in its scope. Let
𝑣𝑎𝑟 (𝐹𝑖 𝑗 ) denote the variables in the scope of 𝐹𝑖 𝑗 .
• 𝛼 : X → A maps each variable to one agent.

In this work, w.l.o.g [25], we assume that 𝑝 =𝑚, i.e., the number

of agents and the number of variables are equal. Also, 𝐷 = 𝐷𝑖 =

𝐷 𝑗 , ∀𝑖, 𝑗 , i.e., all variables have the same domain. Total utility in

DCOP, for a complete assignment X = (𝑥1, . . . , 𝑥𝑝 ) is:

𝐹 (X) ≜
𝑚∑
𝑖=1

©­«
∑
𝑗

𝐹𝑖 𝑗 (X | |𝐷 )
ª®¬ , (1)

where X | |𝐷 is the projection of X to the subspace on which 𝐹𝑖 𝑗 is

defined. The objective of a DCOP is to find an assignment X∗ that
maximizes the total utility, i.e., 𝐹 (X∗) = maxX∈D𝐹 (X) .

In DCOP, each combination of variables/agents is referred to as a

constraint. The utility functions over these constraints quantify how
much each agent prefers a particular constraint. This constraint

structure is captured through a constraint graph.

Definition 2 (Constraint Graph (CG)). Given a DCOP defined
by ⟨X,A,D, F , 𝛼⟩, its constraint graph G = ⟨X, E⟩ is such that
(𝑥𝑖 , 𝑥 𝑗 ) ∈ E, ∀𝑗 ∈ 𝑣𝑎𝑟 (𝐹𝑖 𝑗 ).

A pseudo-tree arrangement has the same nodes and edges as the

constraint graph. The tree satisfies (i) there is a subset of edges,

called tree edges, that form a rooted tree; and (ii) two variables in

a utility function appear in the same branch of that tree. Such an

arrangement can be constructed using a distributed-DFS [11].

For the algorithms presented in this paper, let 𝑁𝑖 refer to the set

of neighbors of 𝑥𝑖 in CG. Also, let C𝑖 denote the set of children 𝑥𝑖
in the pseudo-tree, 𝑃𝑖 as the parent of variable 𝑥𝑖 , and 𝑃𝑃𝑖 as the

set of pseudo-parents of 𝑥𝑖 .

2.1 Sequential Distributed Gibbs (SD-Gibbs)
We now describe Sequential Distributed Gibbs (SD-Gibbs) as first

introduced in [18]. In this, the authors map DCOP to a maximum a
posteriori (MAP) estimation problem. Consider MAP on a Markov
Random Field (MRF). MRF consists of a set of random variables

represented by nodes, and a set of potential functions. Each potential
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Variables Definition

𝑑𝑖 and ˆ𝑑𝑖 Values in current and previous iteration

𝑑∗
𝑖

Value in the best complete solution so far

¯𝑑𝑖 Best response value

𝐶𝑖 and𝐶𝑖 Context and best-response context

𝑡𝑖 , 𝑡
∗
𝑖
, 𝑡∗
𝑖

Time index, best-response and non-best response index

Δ𝑖 Difference in current and previous local solution of agent 𝑖

Δ̄𝑖 Difference in current best-response solution with previous

Ω Shifted utility of the current complete solution

Ω̄ Shifted utility of the best-response solution

Ω∗ Shifted utility of the best complete solution

Table 1: Variables maintained by each agent 𝑥𝑖 in SD-Gibbs

Algorithm 1: Sequential Distributed Gibbs [18]

1 Create pseudo-tree

2 Each agent 𝑥𝑖 calls INITIALIZE()

Procedure 1: INITIALIZE() [18]

1 𝑑𝑖 ← ˆ𝑑𝑖 ← 𝑑∗
𝑖
← ¯𝑑𝑖 ← ValInit(𝑥𝑖 )

2 𝐶𝑖 ← 𝐶𝑖 ← {(𝑥 𝑗 ,ValInit(𝑥 𝑗 )) |𝑥 𝑗 ∈ 𝑁𝑖 }
3 𝑡𝑖 ← 𝑡∗

𝑖
← 𝑡∗

𝑖
← 0

4 Δ𝑖 ← Δ̄𝑖 ← 0

5 if 𝑥𝑖 is root then
6 𝑡𝑖 ← 𝑡∗

𝑖
← 𝑡∗

𝑖
← 0

7 SAMPLE()

8 end

function, represented by 𝜃𝑖 𝑗 (𝑥𝑖 ;𝑥 𝑗 ), is associated with an edge. We

denote the nodes and edges of the graph constituting MRF by ⟨𝑉 , 𝐸⟩.
Let 𝑃𝑟 (𝑥𝑖 = 𝑑𝑖 ;𝑥 𝑗 = 𝑑 𝑗 ) be defined as exp(𝜃𝑖 𝑗 (𝑥𝑖 = 𝑑𝑖 ;𝑥 𝑗 = 𝑑 𝑗 )).

Then, the most probable assignment is:

Pr(X) = 1

𝑍

∏
𝑖, 𝑗 ∈𝐸

𝑒𝜃𝑖 𝑗 (𝑥𝑖 ,𝑥 𝑗 ) =
1

𝑍
exp


∑
𝑖, 𝑗 ∈𝐸

𝜃𝑖 𝑗 (𝑥𝑖 , 𝑥 𝑗 )
 .

Here, 𝑍 is the normalization factor. This corresponds to the maxi-

mum solution of DCOP if,

𝐹 (X) =
∑
𝑖, 𝑗 ∈𝐸

𝜃𝑖 𝑗 (𝑥𝑖 , 𝑥 𝑗 ) .

2.1.1 Sampling. We now describe sampling in SD-Gibbs. Let 𝐶𝑖
denote agent 𝑖’s context, defined as the set consisting of its neighbors
and the value assigned to them. In each iteration, each agent 𝑖

samples a value 𝑑𝑖 with the following equation,

Pr(𝑥𝑖 |𝑥 𝑗 ∈ 𝑁𝑖 ) =
1

𝑍
exp


∑

⟨𝑥 𝑗 ,𝑑 𝑗 ⟩∈𝐶𝑖

𝐹𝑖 𝑗 (𝑑𝑖 , 𝑑 𝑗 )
 (2)

Let, P𝑖 (x𝑖 ) = {Pr(𝑥𝑖 |𝑥 𝑗 ∈ X \ {𝑥𝑖 }) |𝑥𝑖 = 𝑑𝑖 ∀𝑑𝑖 ∈ 𝐷𝑖 }. That is,
P𝑖 represents the SD-Gibbs’s probability distribution of each agent

𝑖 . The relevant notations required for the SD-Gibbs algorithm are

presented in Table 1.

Procedure 2: SAMPLE() [18]

1 𝑡𝑖 ← 𝑡𝑖 + 1;
ˆ𝑑𝑖 ← 𝑑𝑖

2 𝑑𝑖 ← Sample based on (2)

3 ¯𝑑𝑖 ← argmax𝑑′
𝑖
∈𝐷𝑖

∑
⟨𝑥 𝑗 ,

¯𝑑 𝑗 ⟩∈�̄�𝑖
𝐹𝑖 𝑗 (𝑑′𝑖 , ¯𝑑 𝑗 )

4 Δ𝑖 ←
∑
⟨𝑥 𝑗 ,𝑑 𝑗 ⟩∈𝐶𝑖

[
𝐹𝑖 𝑗 (𝑑𝑖 , 𝑑 𝑗 ) − 𝐹𝑖 𝑗 ( ˆ𝑑𝑖 , 𝑑 𝑗 )

]
5 Δ̄𝑖 ←

∑
⟨𝑥 𝑗 ,

¯𝑑 𝑗 ⟩∈𝐶𝑖

[
𝐹𝑖 𝑗 ( ¯𝑑𝑖 , ¯𝑑 𝑗 ) − 𝐹𝑖 𝑗 ( ˆ𝑑𝑖 , ¯𝑑 𝑗 )

]
6 Send VALUE(𝑥𝑖 , 𝑑𝑖 , ¯𝑑𝑖 , 𝑡

∗
𝑖
, 𝑡∗
𝑖
) to each 𝑥 𝑗 ∈ 𝑁𝑖

Procedure 3: VALUE(𝑥𝑠 , 𝑑𝑠 , ¯𝑑𝑠 , 𝑡
∗
𝑠 , 𝑡
∗
𝑠 ) [18]

1 Update ⟨𝑥𝑠 , 𝑑′𝑠 ∈ 𝐶𝑖 ⟩ with (𝑥𝑠 , 𝑑𝑠 )
2 if 𝑥𝑠 ∈ 𝑃𝑃𝑖 ∪ {𝑃𝑖 } then
3 Update ⟨𝑥𝑠 , 𝑑′𝑠 ∈ 𝐶𝑖 ⟩ with (𝑥𝑠 , ¯𝑑𝑠 )
4 else
5 Update ⟨𝑥𝑠 , 𝑑′𝑠 ∈ 𝐶𝑖 ⟩ with (𝑥𝑠 , ¯𝑑𝑠 )
6 end
7 if 𝑥𝑠 = 𝑃𝑖 then
8 if 𝑡∗𝑠 ≥ 𝑡∗𝑠 and𝑡∗𝑠 > max{𝑡∗

𝑖
, 𝑡∗
𝑖
} then

9 𝑑∗
𝑖
← ¯𝑑𝑖 ; 𝑡

∗
𝑖
← 𝑡∗𝑠

10 else if 𝑡∗𝑠 ≥ 𝑡∗𝑠 and𝑡∗𝑠 > max{𝑡∗
𝑖
, 𝑡∗
𝑖
} then

11 𝑑∗
𝑖
← ¯𝑑𝑖 ; 𝑡

∗
𝑖
← 𝑡∗𝑠

12 end
13 SAMPLE()

14 if 𝑥𝑖 is a leaf then
15 Send BACKTRACK(𝑥𝑖 ,Δ𝑖 , Δ̄𝑖 ) to 𝑃𝑖
16 end
17 end

Procedure 4: BACKTRACK(𝑥𝑠 ,Δ𝑠 , Δ̄𝑠 ) [18]
1 Δ𝑖 ← Δ𝑖 + Δ𝑠 ; Δ̄𝑖 ← Δ̄𝑖 + Δ̄𝑠

2 if Received BACKTRACK from all children in this iteration then
3 Send BACKTRACK(𝑥𝑖 ,Δ𝑖 , Δ̄𝑖 ) to 𝑃𝑖
4 if 𝑥𝑖 is root then
5 Ω̄ ← Ω + Δ̄𝑖 ; Ω ← Ω + Δ𝑖

6 if Ω ≥ Ω̄ and Ω > Ω∗ then
7 Ω∗ ← Ω;𝑑∗

𝑖
← 𝑑𝑖 ; 𝑡

∗
𝑖
← 𝑡𝑖

8 else if Ω̄ ≥ Ω and Ω̄ > Ω∗ then
9 Ω∗ ← Ω̄;𝑑∗

𝑖
← ¯𝑑𝑖 ; 𝑡

∗
𝑖
← 𝑡𝑖

10 end
11 SAMPLE()

12 end
13 end

2.1.2 Algorithm. Table 1 presents the values each agent 𝑖 main-

tains in SD-Gibbs. Procedure 2 describes the complete sampling

function. For completeness, we present the SD-Gibbs algorithm in

Algorithm 1. The algorithm can be summarized as follows:

(1) The algorithm starts with the construction of the pseudo-tree.

Each agent then initializes its variables, from Table 1 to their

default values. The root then starts the sampling, as described

in Procedure 2 and sends the VALUE message (line 6) to each

of its neighbors.

(2) Upon receiving a VALUE message, each agent invokes Proce-

dure 3. In it, an agent 𝑖 first updates its current contexts, 𝐶𝑖
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and 𝐶𝑖 with the sender’s values. If the message is from agent

𝑖’s parents, then the agent itself samples, i.e., executes Proce-

dure 2. This sampling stage continues until all the leaf agents
have sampled.

(3) Each leaf agent 𝑗 then sends a BACKTRACK message to its

parent comprising 𝑥 𝑗 ,Δ 𝑗 , and Δ̄ 𝑗 . As described in Procedure 4,

when a parent receives such a message, it too sends a BACK-

TRACK message to its parent. The process continues until the

root receives the message – concluding one iteration.

(4) To reach a solution, each agent 𝑖 uses its current (Δ𝑖 ) and cur-

rent best-response (Δ̄𝑖 ) local utility differences. We refer to

these differences as relative utilities. Upon receiving a BACK-

TRACK message, agent 𝑖 adds the delta variables of its children

to its own. Consequently, these variables for the root agent

quantify the relative global utility. Based on this, at the end of

an iteration, the root decides to keep or throw away the current

solution (Procedure 4, line 4).

As aforementioned, in this work, we focus on constraint privacy
to ensure the privacy of agent preferences. From Faltings et al. [5],

constraint privacy states that no agent must be able to discover

the nature of constraint that does not involve a variable it owns.

Since absolute privacy is not an achievable goal [3], we formalise

constraint privacy in terms of (𝜖, 𝛿)-DP [4].

2.2 Differential Privacy (DP)
Differential Privacy (DP) is normally defined for adjacent databases,
i.e., databases differing in a single entry. However, in this instance,

we not only want to protect privacy against external adversaries but

also against curious fellow agents, i.e., agents looking to decipher

sensitive information. To do so, we consider the local model of

privacy [4]. It is defined on individual entries rather than databases,

or in our setting, on individual agents. As a result, local-DP does

not require defining adjacency. Formally, we want our algorithm

for any two utility functions (vectors in R𝑝 ) to satisfy the following
definition, from [4],

Definition 3 (Local Differential Privacy). A randomized
mechanismM : F → R with domain F and range R satisfies (𝜖, 𝛿)-
DP if for any two inputs 𝐹, 𝐹 ′ ∈ F and for any subset of outputs
𝑂 ⊆ R we have,

Pr[M(𝐹 ) ∈ 𝑂] ≤ 𝑒𝜖 Pr[M(𝐹 ′) ∈ 𝑂] + 𝛿 (3)

Privacy loss, useful for our analysis of DP, is defined as

𝐿𝑜M(𝐹 ) | |M(𝐹 ′) = ln

(
Pr[M(𝐹 ) = 𝑜]
Pr[M(𝐹 ′) = 𝑜]

)
(4)

2.2.1 Privacy Leakage in SD-Gibbs. In SD-Gibbs, constraint privacy
is compromised in the following two ways:

(1) By sampling. Each variable value in SD-Gibbs is sampled accord-

ing to agent 𝑖’s utility 𝐹𝑖 𝑗 . As values with more utility are more
likely to be drawn, SD-Gibbs leaks sensitive information about

these utility functions. Fortunately, this stage can be secured by

simply making distributions more similar across agents (Sec-

tion 4.2).

(2) By relative utility Δ. Every leaf agent 𝑗 in the pseudo-tree sends

its Δ 𝑗 and Δ̄ 𝑗 to its parent 𝑖 . The parent agent adds the values

to its Δ𝑖 and Δ̄𝑖 , respectively, and passes them on up the tree.

The process continues until the values reach the root. Thus, any

intermediate agents, or an adversary observing Δ, can learn

something about 𝑗 ’s utility even if sampling is private. E.g.,

suppose a particular assignment has a high utility for agent 𝑗

but low for others (and it is known). In that case, an intermediate

agent will learn about agent 𝑗 even from the aggregated utility.

These privacy leaks follow by observing what critical information

gets transferred by each agent 𝑖 in Algorithm 1. We ignore 𝑡∗ and
𝑡∗ because these are simply functions of utility, i.e., will be private

by post-processing property once the utility is private.

Sensitivity. In order to achieve DP, particularly for Δ’s, we need
to bound its sensitivity. Sensitivity is defined as the maximum pos-

sible change in the output of a function we seek to make privacy-

preserving. Formally,

Definition 4 (Sensitivity (𝜏)). It is the maximum absolute dif-
ference between any two relative utility values Δ and Δ′, i.e.,

𝜏 = max

Δ,Δ′

��Δ − Δ′�� (5)

3 OUR APPROACH AND PAPER OVERVIEW
In a nutshell, we aim to ensure constraint privacy in DCOP using

DP techniques. Firstly, observe that SD-Gibbs in its current form is

non-private. This is because the probability distributions defined

in (2) may not be bounded. As a result, 𝜖 in (3) tends to∞.
To provide meaningful privacy guarantees for constraint privacy

in DCOPs, we present P-Gibbs (Section 4). We first use soft-max

with temperature to bound the SD-Gibbs distributions (Section 4.2).

The resulting bound only depends on the temperature parameter

and does not leak any agent’s sensitive information. Then, we “clip"

the relative utilities to further bound the sensitivity (Section 4.3).

Lastly, to reduce the growth of 𝜖 , we randomly select a subset of

agents to sample new values at each iteration. We then provide a

refined privacy analysis for the resulting (𝜖, 𝛿)-DP (Theorem 1).

We validate P-Gibbs empirically over several problem instances

of benchmark problems in DCOP literature (Section 5). Our exper-

iments highlight our privacy variant’s efficiency. Specifically, we

show P-Gibbs provides only a tiny drop in solution qualities than

SD-Gibbs for a desirable privacy budget, i.e., 𝜖 .

With these as a backdrop, we now build upon SD-Gibbs to for-

mally present our novel, scalable algorithm for DCOPs that preserve

constraint privacy, namely P-Gibbs.

4 P-GIBBS: PRESERVING CONSTRAINT
PRIVACY IN DCOPWITH SD-GIBBS

First, typically for DP, we need to ensure full support of the outcome

distribution. Indeed, if Pr[M(𝐷 ′) = 𝑜] = 0 for some 𝑜 , the privacy

loss incurred is infinite and one cannot bound 𝜖 . It implies that

all agents must have the same domain for their variables and non-

zero utility for each value within the domain.
2
In other words,

𝐷1 = 𝐷2 = . . . = 𝐷𝑝 and

��𝐹𝑖 𝑗 (·, ·)�� > 0,∀𝑖 .

2
If an agent has a zero utility for some value, then all agents must have zero utility,

and w.l.o.g., we can exclude such values from all domains.



Differentially Private Multi-Agent Constraint Optimization WI-IAT ’21, December 14–17, 2021, ESSENDON, VIC, Australia

4.1 P-Gibbs
The novelty in P-Gibbs, when compared to SD-Gibbs, is in the sam-

pling procedure. We formally provide the sampling in P-Gibbs with

Procedure 5. The differences, compared to SD-Gibbs, are summa-

rized as follows:

(1) To preserve constraint privacy loss due to sampling:

• P-Gibbs uses soft-max function over SD-Gibbs distributions

for sampling 𝑑𝑖 ’s, ∀𝑖 . As shown later in Claim 1, this bounds

any two agent distributions in SD-Gibbs, resulting in finite

privacy loss.

• P-Gibbs randomly chooses subsets of agents to sample new

values in each iteration. More specifically, in every iteration,

each agent 𝑖 samples a new value 𝑑𝑖 with probability 𝑞 or

uses previous values with probability 1 − 𝑞.
(2) To preserve constraint privacy loss due to relative utilities:

• In P-Gibbs, we sanitize the relative utilities with calibrated

Gaussian Noise.
• To further bound the sensitivity, we “clip" the relative utilities

by ±𝑐 , where 𝑐 is the clipping constant (Procedure 5, Lines 13
and 14). This trivially implies, from (5), that 𝜏 = 2 · 𝑐 .

In the following subsection, we formally show that soft-max

bounds the SD-Gibbs probability distributions. We then provide a

formal analysis for privacy loss due to sampling.

4.2 Bounding Sampling Divergence with
Soft-max

Towards achieving bounded sampling divergence without compro-

mising on constraint privacy itself, we propose to apply soft-max
to sampling distributions. Let 𝑝𝑖 be the soft-max distribution with

temperature parameter as 𝛾 , i.e.,

𝑝𝑖 (x𝑖 , 𝛾) =
{

exp(P𝑖 (𝑥𝑖 = 𝑑𝑘 )/𝛾)∑
𝑑𝑙 ∈𝐷 exp(P𝑖 (𝑥𝑖 = 𝑑𝑙 )/𝛾)

;∀𝑑𝑘 ∈ 𝐷
}

(6)

Firstly, observe that 𝑝𝑖 (·, 𝛾), for a finite 𝛾 , has full support of the
outcome determination. That is, 𝑝𝑖 (𝑥𝑖 , 𝛾) > 0 s.t. 𝑥𝑖 = 𝑑𝑘 ,∀𝑑𝑘 ∈
𝐷 . Secondly, to also ensure that 𝜖 is finite, we require that the

bound
𝑝𝑖 ( ·)
𝑝 𝑗 ( ·) for any distinct pair 𝑖 and 𝑗 is bounded. To this end,

the following claim shows that the ratio of the resulting soft-max

probabilities, 𝑝𝑖 (·) and 𝑝 𝑗 (·) for any two agents 𝑖 and 𝑗 , is bounded
by 2/𝛾 . The proof uses the fact that 𝐷 = 𝐷𝑖 = 𝐷 𝑗 and 1/𝑒 ≤
exp(𝑝𝑖 (𝑥) − 𝑝 𝑗 (𝑥)) ≤ 𝑒 .

Claim 1. For two probability distributions using soft-max, 𝑝𝑖 and
𝑝 𝑗 defined by (6), we have, ∀𝑖, 𝑗 , ∀𝑑 ∈ 𝐷 and ∀𝐷 , s.t. |𝐷 | > 1, 𝛾 ≥ 1

ln

[
𝑝𝑖 (𝑥𝑖 = 𝑑,𝛾)
𝑝 𝑗 (𝑥 𝑗 = 𝑑,𝛾)

]
≤ 2

𝛾

Proof. (SKETCH) We have,

max

©­«ln
[
𝑝𝑖

𝑝 𝑗

]ª®¬ = max

©­­­­«
ln


exp(P𝑖 (𝑥𝑘 )/𝛾 )∑

𝑥𝑙 ∈𝐷 exp(P𝑖 (𝑥𝑙 )/𝛾 )
exp(P𝑗 (𝑥𝑘 )/𝛾 )∑

𝑥𝑙 ∈𝐷 exp(P𝑗 (𝑥𝑙 )/𝛾 )


ª®®®®¬

= max

©­«ln
[
exp(1/𝛾 (P𝑖 − P𝑗 )))

𝑁1/𝑁2

]ª®¬ .

Procedure 5: P-Gibbs SAMPLE()

1 𝑡𝑖 ← 𝑡𝑖 + 1;
ˆ𝑑𝑖 ← 𝑑𝑖

2 𝛽 ∼ Uniform(0, 1)
// Sub-sampling

3 if 𝛽 ∈ (0, 𝑞] then
4 P𝑖 (x𝑖 ) ← from (2)

// Bounding SD-Gibbs distribution with

Soft-max

5 𝑝𝑖 (x𝑖 , 𝛾) ← from (6)

6 𝑑𝑖 ← Sample based on 𝑝𝑖 (x𝑖 , 𝛾)
7 else
8 𝑑𝑖 ← 𝑑𝑖

9 end
10 ¯𝑑𝑖 ← argmax𝑑′

𝑖
∈𝐷𝑖

∑
⟨𝑥 𝑗 , ¯𝑑 𝑗 ⟩∈𝐶𝑖

𝐹𝑖 𝑗 (𝑑 ′𝑖 , ¯𝑑 𝑗 )

11 Δ𝑖 ←
∑
⟨𝑥 𝑗 ,𝑑 𝑗 ⟩∈𝐶𝑖

[
𝐹𝑖 𝑗 (𝑑𝑖 , 𝑑 𝑗 ) − 𝐹𝑖 𝑗 ( ˆ𝑑𝑖 , 𝑑 𝑗 )

]
12 Δ̄𝑖 ←

∑
⟨𝑥 𝑗 , ¯𝑑 𝑗 ⟩∈𝐶𝑖

[
𝐹𝑖 𝑗 ( ¯𝑑𝑖 , ¯𝑑 𝑗 ) − 𝐹𝑖 𝑗 ( ˆ𝑑𝑖 , ¯𝑑 𝑗 )

]
// Clipping

13 if |Δ𝑖 | > 𝑐 then Δ𝑖 = (Δ𝑖 ≥ 0) ? 𝑐 : −𝑐
14 if

��Δ̄𝑖 �� > 𝑐 then Δ̄𝑖 = (Δ̄𝑖 ≥ 0) ? 𝑐 : −𝑐
// Perturbing utilities with Gaussian noise

15 Δ𝑖 ← Δ𝑖 + N(0, 𝜏2𝜎2)
16 Δ̄𝑖 ← Δ̄𝑖 + N(0, 𝜏2𝜎2)
17 Send VALUE(𝑥𝑖 , 𝑑𝑖 , ¯𝑑𝑖 , 𝑡

∗
𝑖
, 𝑡∗
𝑖
) to each 𝑥 𝑗 ∈ 𝑁𝑖

Here,𝑁1 =
∑
𝑥𝑙 ∈𝐷 exp(P𝑖 (𝑥𝑙 )/𝛾) and𝑁2 =

∑
𝑥𝑙 ∈𝐷 exp(P𝑗 (𝑥𝑙 )/𝛾).

The claim follows by observing that 𝑁1/𝑁2 ≤ 1/𝑒1/𝛾
and the maxi-

mum value of the numerator is 𝑒1/𝛾
. □

Discussion.

• Effect of Soft-max. We illustrate the effect of soft-max on the

SD-Gibbs sampling distribution with the following example. Let

𝐷 𝑗 = {𝑑1, 𝑑2, 𝑑3},∀𝑗 such that P𝑖 = [0.8, 0.15, 0.05]. Observe
that the distribution is such that the probability of sampling 𝑑1

is significantly more than others. Now, the corresponding soft-

max distributions, from (6), will be: 𝑝 (·, 𝛾 = 1) = [0.50, 0.26, 0.24],
𝑝 (·, 𝛾 = 2) = [0.41, 0.30, 0.29], and 𝑝 (·, 𝛾 = 10) = [0.35, 0.33, 0.32].
That is, the soft-max distribution is more uniform than the orig-

inal distribution. This implies that the maximum ratio of the

probabilities will be smaller. That is, an adversary will be more

indifferent towards the domain values while sampling. For e.g.,

𝑑1 and 𝑑2 in 𝑝 (·, 𝛾 = 10) compared to in 𝑝 (·, 𝛾 = 1).
• Observe that the bound provided in Claim 1 does not depend on

an agent’s sensitive information. This implies that the bound

does not encode (and reveal) any sensitive information. Thus, we

conclude that the bound provided in Claim 1 is desirable; and

hence use it to construct the sampling distribution in P-Gibbs.

4.2.1 Privacy Guarantees for Sampling in P-Gibbs. We first calcu-

late the privacy parameters of the sampling stage, denoted by 𝜖𝑠
and 𝛿 , in P-Gibbs. We use an extension of the moments accountant

method [1] for non-Gaussian mechanisms. Following derivations
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Figure 1: Variation of 𝜖𝑠 with 𝜆

by [24],

Pr[𝐿 ≥ 𝜖𝑠 ] ≤ max

𝐹,𝐹 ′
𝑒𝜆D𝜆+1 [M(𝐹 ) | |M(𝐹 ′)]−𝜆𝜖𝑠 . (7)

Here, 𝐿 is the privacy loss between any two agents and D𝜆 (·| |·)
is Renyi divergence of order 𝜆 ∈ N with a slight abuse of notation

(usingM(·) instead of a distribution imposed by it). Unlike [24],

we consider the classical DP. Using their notion of Bayesian DP

could improve the bounds, but we leave it for future work.

Also from [24], we borrow the notion of privacy cost 𝑐𝑡 (𝜆). By
trivial manipulation, for each iteration 𝑡 ,

𝑐𝑡 (𝜆) = max

𝑖, 𝑗
𝜆D𝜆+1

[
𝑝𝑖 (𝑑) | |𝑝 𝑗 (𝑑)

]
≤ 𝜆2/𝛾, (8)

where (8) is due to monotonicity D𝜆 (𝑃 | |𝑄) ≤ D𝜆+1 (𝑃 | |𝑄) ≤
D∞ (𝑃 | |𝑄), ∀𝜆 ≥ 0. Importantly, this cost can be further reduced

by subsampling agents with probability 𝑞 << 1, as we outline next.

Reproducing the steps of the sampled Gaussian mechanism anal-

ysis by [24] for our mechanism and classical DP, we formulate the

following result.

Theorem 1. Privacy cost 𝑐𝑡 (𝜆) at iteration 𝑡 of a sampling stage
of P-Gibbs, with agent subsampling probability 𝑞, is

𝑐
(𝑠)
𝑡 (𝜆) = lnE𝑘∼𝐵 (𝜆+1,𝑞)

[
𝑒𝑘2/𝛾

]
, (9)

where 𝐵(𝜆, 𝑞) is the binomial distribution with 𝜆 experiments and
probability of success as 𝑞, 𝜆 ∈ N.

Proof. The result follows by substituting 2/𝛾 in place of the

ratio of normality distributions in [24, Theorem 3]. □

Unlike the analysis in [24, Theorem 3], we do not have 𝑐𝐿𝑡 (𝜆)
and 𝑐𝑅𝑡 (𝜆), as well as expectation over the data. This is because we

compute the conventional differential privacy bounds, instead of

Bayesian DP, and thus, directly use the worst-case ratio, i.e., 2/𝛾 .
Finally, merging the results, we can compute 𝜖𝑠 , 𝛿 across multiple

iterations as

ln𝛿 ≤ ∑𝑇
𝑡=1

𝑐
(𝑠)
𝑡 (𝜆) − 𝜆𝜖𝑠

𝜖𝑠 ≤ 1

𝜆

(∑𝑇
𝑡=1

𝑐
(𝑠)
𝑡 (𝜆) − ln𝛿

) (10)

Figure 1 shows the variation of 𝜖𝑠 for different values of 𝜆 and

𝛾 , with the sampling probability 𝑞 = 0.1. We observe that 𝜆 has a

clear effect on the final 𝜖𝑠 value, and one should ideally minimize

the bound over 𝜆.

Figure 2: Variation of 𝜖𝑛 with 𝜆

4.2.2 P-Gibbs∞: An Extreme Case. We presented P-Gibbs, which

uses a soft-max with temperature function to bound the sampling

divergence, thereby bounding the privacy loss incurred by sampling.

We smooth the distribution using soft-max’s temperature parameter

to reduce further the information encoded in SD-Gibbs sampling.

We then use Theorem 1 to quantify privacy parameters 𝜖𝑠 and 𝛿 .

FromClaim 1, observe that the temperature parameter in P-Gibbs

may be tuned to decrease the overall privacy budget for sampling,

i.e., 𝜖𝑠 . An “extreme" case occurs when 𝛾 → ∞. For this, we have
𝑝𝑖 = 𝑝 𝑗 , which implies that 𝜖𝑠 → 0. Thus, increasing 𝛾 leads to

P-Gibbs sampling distribution mimicking an uniform distribution,

as more information of SD-Gibbs sampling distribution is lost. To

distinguish this extreme case, we refer to P-Gibbs with 𝛾 →∞ as

P-Gibbs∞.

4.3 Privacy of Relative Utilities (Δ) in P-Gibbs
In the previous subsection, we deal with the privacy loss occurring

due to sampling in P-Gibbs. As aforementioned, the values Δ and Δ̄
also leak information about agents’ constraints. We must sanitize

these values so as to fully preserve privacy. We achieve this through

the Gaussian noise mechanism [4] defined as

M𝐺 (Δ) ≜ Δ + 𝑌𝑖 ,

where 𝑌𝑖 ∼ N(0, 𝜏2𝜎2), 𝜏 is the sensitivity and 𝜎 is the noise pa-

rameter.

Privacy parameters for the relative utility Δ, denoted by 𝜖𝑛 and

𝛿 , can be computed either using the basic composition along with

[4, Theorem A.1] or the moments accountant [1]. The latter can be

unified with the accounting for the sampling stage by using:

𝑐
(𝑛)
𝑡 (𝜆) = lnE𝑘∼𝐵 (𝜆+1,𝑞)

[
𝑒𝑘D𝜆+1 [N(0,𝜏2𝜎2) | |N (𝜏,𝜏2𝜎2) ]

]
. (11)

Figure 2 shows the variation of 𝜖𝑛 for different values of 𝜆 and 𝜏 ,

with the sampling probability 𝑞 = 0.1 and 𝜎 = 1. We observe that 𝜆

has a clear effect on the final 𝜖𝑛 value as well, although the change

is virtually the same for 𝜏 = 10, 25 and 50. The trend is similar to the

one observed in Figure 1, i.e., 𝜖𝑛 decreases as 𝜆 increases. However,

the decrease is not smooth when 𝜏 = 5, which sees a sharp change

in 𝜖𝑛 as 𝜆 increases. This change is similar to what is observed in

[24, Figure 5], suggesting that one should be careful while deciding

on the value of 𝜆.

Note. We provide the formal sampling procedure comprising the

privacy techniques discussed above with Procedure 5. The rest of



Differentially Private Multi-Agent Constraint Optimization WI-IAT ’21, December 14–17, 2021, ESSENDON, VIC, Australia

Algorithm (𝜖𝑠 , 𝛿) (𝜖𝑛, 𝛿) (𝜖 = 𝜖𝑠 + 𝜖𝑛, 𝛿) for 𝑇 iterations

P-Gibbs

(
2/𝛾, 0

)
( 𝜏𝜎

√
2 ln

1.25

𝛿
, 𝛿)

(
𝑇
𝜆
𝑐
(𝑠)
𝑡 (𝜆) +

𝑇
𝜆
𝑐
(𝑛)
𝑡 (𝜆) −

1

𝜆
ln𝛿, 𝛿

)
P-Gibbs∞ (0, 0) ( 𝜏𝜎

√
2 ln

1.25

𝛿
, 𝛿)

(
𝑇
𝜆
𝑐
(𝑛)
𝑡 (𝜆) −

1

𝜆
ln𝛿, 𝛿

)
Table 2: Per-iteration and final (𝜖, 𝛿) bounds.

the procedures are the same as provided with Algorithm 1. Table 2

summarises expressions for per-iteration and total 𝜖 values for

P-Gibbs and P-Gibbs∞.

5 EXPERIMENTS
We now empirically evaluate the performance of our novel algo-

rithms, P-Gibbs w.r.t. to SD-Gibbs.

Setup. pyDCOP [21] is a Python module that provides implementa-

tions of many DCOP algorithms (DSA, MGM, MaxSum, DPOP, etc.).

It also allows easy implementation of one’s DCOP algorithm by

providing all the required infrastructure: agents, messaging system,

metrics collection, etc. We use pyDCOP’s public implementation

of the SD-Gibbs algorithm to run our experiments. In addition, we

also implement P-Gibbs.

Generating Test-cases. pyDCOP allows for generating random

test-cases for various problems through its command line’s generate
option. We generate graph-coloring and meeting scheduling prob-

lem instances. These are benchmark problems in DCOP literature.

We test the performance of our algorithms across 20 such randomly

generated problems.

Method. We consider the utility given by SD-Gibbs’ solution as

our baseline. Further, these algorithms, i.e., SD-Gibbs and P-Gibbs,

are random algorithms. Hence, we run each benchmark problem

instance 25 times for a fair comparison and use the subsequent

average utility for our results.

(𝜖, 𝛿)-bounds. Throughout our experiments, we choose 𝛿 = 10
−2
,

𝑇 = 50 and 𝜆s as 100. As standard, our choice of 𝛿 is such that

𝛿 < 1/𝑚. We calculate 𝜖 using different permutations of 𝛾 ∈
{8, 20,∞}, 𝑞 ∈ {0.1, 0.2, 0.3}, and 𝜎 ∈ {1, 5, 25, 1000}. We sample

𝜏 from {5, 10, 25, 50} to get 𝜖 ∈ {0.045, 0.655, 1.312, 2.03, 4.09, 7.18}.
Note that, the case with 𝜖 = 0.045 corresponds to P-Gibbs∞.

Solution Quality (SQ).

Definition 5 (SolutionQuality (SQ)). Solution quality SQA
of an algorithm A is defined as

SQA =


𝑈𝑆

𝑈A
for minimization

𝑈A
𝑈𝑆

for maximization

for utility of A as𝑈A and SD-Gibbs as𝑈𝑆 .

With SQ, we normalize P-Gibbs’ utility in the context of SD-

Gibbs. SQ ≈ 1 indicates that utility does not deteriorate than SD-

Gibbs. On the other hand, SQ ≈ 0 means little utility as compared to

the SD-Gibbs solution. It is possible that SQ > 1 due to randomness

and privacy noise acting as simulated annealing.

𝜖
SQ (mean ± std)

GC Benchmark MS Benchmark

0.045 0.854 ± 0.0314 0.875 ± 0.0866

0.65 0.873 ± 0.0224 0.933 ± 0.0490

1.312 0.879 ± 0.0231 0.942 ± 0.0418

2.03 0.887 ± 0.0220 0.971 ± 0.0234

4.09 0.901 ± 0.0165 0.982 ± 0.0142

7.18 0.907 ± 0.0192 0.986 ± 0.0137

Table 3: P-Gibbs: SQs for GC and MS Benchmarks

Figure 3: Problem-wise SQs for Graph-coloring

5.1 Benchmark Problems
Graph-Coloring (GC). We generate 20 sample graph-coloring

problems. The problems are such that the number of agents/variables

lies between [30, 75) and agents’ domain size between [10, 20). Each
constraint is a random integer taken from (0, 10). Graph-coloring
is a minimization problem.

Meeting-Scheduling (MS).We generate 20 sample meeting sched-

uling problems. The problems are that the number of agents and

variables lie between [1, 75) with the number of slots, i.e., domain

for each agent randomly chosen from [50, 100). Each constraint

is a random integer taken from (0, 100), while each meeting may

randomly occupy [1, 5] slots. Meeting-scheduling is amaximization
problem.

Importantly, we perform our experiments on much larger prob-

lems than earlier complete algorithms (e.g., [5]) can handle.

5.2 Results
Table 3 and Figures 3 and 4 present our experimental results. They

provide (i) SQ scores averaged across all problems and (ii) problem-

wise SQ for P-Gibbs. We only plot 6 problem instances for each
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Figure 4: Problem-wise SQs for Meeting-scheduling

benchmark for readability out of the 20 generated. For both bench-

marks, the average SQ improves between 𝜖 ∈ [0.045, 7.18]. This
behavior is expected as greater 𝜖s imply an increase in the sub-

sampling probability and decrease in the noise added (𝜎). The in-

crease in the probability of sub-sampling allows an agent to explore

more values in its domain. That is an increase in the chance of

encountering better assignments for itself. Other comments:

• We observe that the average solution quality for GC is slightly

lower than that of MS. For both the benchmarks, the quality

increases considerably with increasing privacy budget, i.e., 𝜖 . P-

Gibbs’ performance for meeting-schedule is strong, especially

for higher 𝜖s.

• Note that 𝜖 < 1 is desirable. We consider 𝜖 ≥ 1 for illustrative

purposes. We observe that P-Gibbs also provides good solution

qualities for 𝜖 < 1. Specifically, for GC, the average quality re-

mains above 0.87 and 0.933 for MS. The quality consistently

increases as 𝜖 increases.

• The sudden increase in the qualities as 𝜖 varies from 0.045→ 0.65

can be attributed to the large variation in 𝜎 , from 1000→ 5.

• Since ours is the first method of its kind, to the best of our knowl-

edge, we believe these are strong results, and future work will

further improve the performance. One may study the fine-tuning

of the hyperparameters 𝛾, 𝜎, 𝑐, and 𝑞 to arrive at the optimal (em-

pirical) trade-off between the solution quality and 𝜖 .

• Concerning the infeasibility of a DCOP solution, we remark

that incomplete (or random) algorithms like MGM, DUCT, SD-

Gibbs, and PD-Gibbs do not aim to solve problems with hard

constraints. A hard constraint will leak vital information about

the constraints, and a differentially private solution will not work

in such a setting. Like [18], we focus on soft constraints; thus,

infeasible solutions will not occur.

6 CONCLUSION
In this paper, we addressed the problem of privacy-preserving dis-

tributed constraint optimization. With our novel algorithm– P-

Gibbs, we are the first to show a DP guarantee for the same. As

we use the local DP model, our algorithm preserves the privacy of

unrelated agents’ preferences. This guarantee also extends to the

solution. We also achieve high-quality solutions with reasonably

strong privacy guarantees and efficient computation, especially in

meeting scheduling problems.
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