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Background

Generative Adversarial Networks (GANs) have been introduced in 2014 [1].
They are often made of two competing neural networks. A generator G aims
to create outputs that resemble the original data while a discriminator D
that distinguishes between real and fake samples. As such, they can be used
to mimic art, create photo realistic portraits of human beings as seen on
Figure 1 [2] or transfer art style from one painting to another [3]. Coupled
with a Natural Language Processing model, GANs can also generate images
from text.

Engineering design requires synthesizing new designs that meet the de-
sired performance requirements. A conventional design process involves it-
erative optimization and performance evaluation. A variant of GANs, called
conditional GANs or cGANs, enables the direct design synthesis for given
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target performance [4, 5]. GANs can find high-quality designs outide the
training range[6], initialize an optimization with a distribution of designs
close to the the Pareto distribution, or bypass the optimization process al-
together [7].

Figure 1: A fake portrait by the Nvidia StyleGAN generator.

Objective

The objective is the creation of state-of-the-art conditional GANs for opti-
mal gas-bearings supported turbocompressor designs. The trained generator
will then be able to emulate high-quality designs with respect to the select
performance metrics such as stability, load capacity, efficiency, or robustness.
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Tasks (working plan guideline)

1. Literature review on GANs, tensorflow library and good Python cod-
ing practices

2. Build a Python framework to create, train and exploit GANs. Choose
to work with GANs, cGANs or both

3. Use the latent space and/or conditions to manipulate the generator
of the GAN towards creating wanted performing turbocompressor de-
signs

4. Improve your framework by implementing the state-of-the art of GANs
for design

5. Generalize your framework to different optimization objectives and
rotor layouts
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