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1 Introduction

Modern deep neural networks are the state-of-the-art techniques for many applications such as computer vision and natural language processing, but they are vulnerable to adversarial attacks [3, 8, 11]. As Figure 1 shows, small but well-designed noise makes the state-of-the-art model predict wrong label with very high confidence. The existence of adversarial examples reveals some unsatisfying properties of modern deep learning model and poses a threat to safety-critic applications.

![Figure 1: Imperceptible noise cause the state-of-the-art model give wrong predictions with high confidence.](image)

In order to obtain robust models against adversarial attack, the following problem is studied in place of traditional empirical risk minimization (ERM). We define $S_\epsilon(x) = \{x' \mid \|x' - x\| < \epsilon\}$ as the adversarial budget.

$$\min_{\theta} \max_{x' \in S_\epsilon(x)} \ell(x', \theta)$$

Due to the non-convexity of the loss function $\ell(x', \theta)$, it is difficult to solve the inner maximization problem exactly. Instead, gradient-based method such as Fast Gradient Sign Method (FGSM) [3] and Projected Gradient Descent (PGD) [7] is used. Optimize model parameter $\theta$ on the adversarial examples $x'$ found by these methods, we can empirically obtain robust models.

On the other hand, modern deep neural networks are over-parameterized. Millions of, even billions of, parameters make it different to be deployed on memory-deficient devices, like mobile phones. To compress the neural network
without sacrificing the performance too much, many methods have been proposed, such as pruning [6], quantization [1] and weight coding [5].

In this project, we will combine model robustness with compression, especially model pruning. There are already lots of works studying either aspect and a few recently [12, 4, 10] for both. The first part of the project is to reproduce the state-of-the-art pruning methods for adversarially robust neural networks. Based on that, we will explore the methods to either improve the performance or implement the network pruning under more difficult settings. For example, related to popular Lottery Ticket Hypothesis [2], some recent work finds that randomly weighted networks contain subnetworks of competitive performance even without any training [9]. Despite many interesting phenomena in network pruning, most of them are under vanilla settings, i.e., no adversarial attack. We would like to explore whether or not these phenomena hold when we consider adversarial attacks.

This project is suitable for 1 Master Student. The supervisor will provide basic work for adversarial training (in PyTorch). The student is expected to do experiments based on that.

2 Workloads

The planned workload includes:

Week 1-3 Read papers about adversarial training [3, 7] and its combination with network pruning [4, 10]. Get familiar with computational environment and run the code provided.

Week 4-5 Reproduce the results of paper [4, 10].

Week 6-8 Read papers about Lottery Hypothesis [2] and more classic works about network pruning [5, 9]. Prepare the mid-term presentation. Easter break.

Week 9 - 13 Explore network pruning in adversarial trainings. Check if the phenomena in vanilla settings still hold under adversarial settings.

Week 14 - 15 Summarize the project, writing the report and prepare for the final presentation.

Optional Compare the properties of the original and the pruned network, such as weight distribution, network topology.

The schedule might vary based on the actual progress. If the results are good, we seek some machine learning conference for paper submission.

3 Evaluation

The grade will based on the quality of the results, reports. There will be one midterm and one final presentations in the lab.

4 Prerequisites

Minimum:

- Good mathematical foundations: calculus, linear algebra, probability.
- Basic knowledge of optimization.
• Good reading, writing and presentation skills.
• Good coding skills in Python and familiar in PyTorch.

Bonus:
• Knowledge or project experience about network pruning or adversarial robustness.
• Experience in training state-of-the-art deep learning models on a cluster.

5 Contacts

Please contact Chen Liu (chen.liu@epfl.ch) for more details, with your transcripts and CV attached. It is preferred if you can also provide your github homepage, showing your previous projects. More projects in IVRL lab is available on [https://ivrl.epfl.ch/available-projects/](https://ivrl.epfl.ch/available-projects/).
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