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Abstract—This paper introduces the methods to detect and
generate humorous conversation based on conversational data
gathered from different resources. In order to gather and filter
the humorous conversation data, we combined Incongruity-Based
Features and a neural-based method to filter the data. To find
humorous conversation data, our method is useful. In the later
part of our paper, we implemented three main types of text
generation models to compare with our finetuned GPT-J model;
our finetuned model outperforms the traditional methods like
LSTM and Seq2Seq models; It only requires a few datasets
compared to methods, but it performs better. It can generate
humorous replies according to the context question, just like a
human.

Index Terms—Text generation, Humour, natural language pro-
cessing, Incongruity-Based, Deep learning

I. INTRODUCTION

Humour recognition and humour generation are both important
topics in computational Humour. At the current stage of
technological evolution, chatbots are already widely used by
many companies and organizations [2]. There is a growing
demand for an emotional chatbot for users’ higher satisfaction
in various commercial fields [3]. Humour is highly valued in
interactions between people. It is present in social conven-
tions, cultural artefacts, and daily life. However, computational
humour has been a challenge since humour is a complex,
puzzling and idiosyncratically human form of behavior [4],
and a universal definition of humour is hard to achieve because
different people hold different understandings of even the same
sentence. Besides, humour is always situated in a broader
context that sometimes requires much external knowledge to
fully understand it. Moreover, some types of humour express
the motivation to disparage its target, exert superiority over
others, or release repressed aggressive tension [5]. There is
no universal definition and theory for humour. Understanding
and identifying humour has long been a goal for natural
language understanding systems. Many people are trying to
discover underlying features of humour, John Allen Paulos
cleverly scrutinizes the mathematical structures of jokes, puns,
paradoxes, spoonerisms, riddles, and other forms of humour
[6], Taylor and Mazlack recognized wordplay jokes based on

statistical language recognition techniques, where they learned
statistical patterns of text in N-grams and provided a heuristic
focus for a location of where wordplay may or may not
occur [7]. Valitutti A and Doucet A automated generation of
humorous texts by substituting a single word in a given short
text [8], and Purandare and Litman analyzed acoustic-prosodic
and linguistic features to recognize humour during spoken
conversations [9] automatically. Moreover, many attempts in
the deep learning methods have also become popular in recent
years. Chen and Soo implemented a Convolutional Neural
Network (CNN) with an extensive filter size to recognition
of different types of humour with benchmarks collected in
both English and Chinese languages [10], Mao and Liu utilize
BERT, a multi-layer bidirectional transformer encoder which
can help learn deep bi-directional representations for automatic
humour detection and scoring [11].

This paper aims to generate a humorous response to a given
question or sentence, which could be used in chatbot and
daily life conversations. We do not restrict our subject to
investigations to only jokes, which consists of set-up and
punchline [12]. Consider the example: “Why haven’t aliens
visited our solar system?”. The question is considered as the
set-up and provides the context for this joke. The punchline,
“They looked at the reviews, and we only have one star.”, is
usually at the end of a joke and produces a laugh. We also try
to cover the humour in daily casual conversations. Compare
the Figure1 with the following example: Person A: “Do you
ever just feel really stupid?” and Person B replies: “Happens
to me way too often.”. In the structure of the joke shown
in Figure1, the punchline usually violates the expectation
structure and as for the later example, the conversation is more
casual.

In this paper, we first collect our humorous conversation
dataset by using assembling methods mixing incongruity-
based features and deep learning methods. Then we finetune
the collected dataset in GPT-J [14], which has 6 billion
parameters, making it one of the most advanced open-source
Natural Language Processing models in this writing. GPT-J is



Fig. 1. A joke example consisting of a set-up and a punchline. A violation
can be observed between the punchline and the expectation [13]

a natural alternative to OpenAI’s proprietary GPT-3, the most
potent AI model ever released for text understanding and text
generation [15]. We also compare our method with RNN and
sequence to sequence model [16]. We use BLEU score, which
measure the similarity between the output and the reference.
We also conduct a 6-point Likert-type scale human evaluation
method.

II. LITERATURE REVIEW

Humour Theory Humour is a fundamental feature of social
life and can be used with distinct motivations and targets.
Humour is often used in a positive interpersonal manner and
in contexts perceived to be playful, safe, non-serious, or,
in other words, benign [15]. Humour occurs in all cultures
and all individuals throughout the world, nearly every type
of interpersonal relationship. The experience of humour ap-
pears to be predicated on two cognitive-perceptual processes
activated by characteristics of a humour stimulus and the
social context in which it is encountered: (1) perception
of incongruity and (2) appraisal of incongruity in a non-
serious humour mindset [17]. Although there are many debates
over humour’s characteristics, most contemporary investigators
would agree that the perception of ”incongruity” is at the
heart of the humour experience [17]. Many linguists and
psychologists have proposed numerous theories to humour
[18]. Rod A. Martin grouped the classic theories into three
critical differences: relief, superiority and incongruity. Relief
theories focus primarily on interpersonal needs, namely the
relief of tension in the form of physiological arousal [19] or
”forbidden” sexual and aggressive impulses [20]. Superiority
theories propose that the fulfilment lies in the sense of sudden
triumph or feeling of superiority over another person or group
of people [21]. Moreover, incongruity theories focus instead
on the formal object of amusement, often a stimulus event. It
is the perception of something incongruous that violates our
mental patterns and expectations [22]. Incongruity is now the
dominant theory of humour in philosophy and psychology.

Humour recognition The task of humour recognition refers
to determining whether a sentence or a conversation contains
a certain degree of humour. The challenging part is that, there
are different types of humour. Raz Y classifies them into 11
types of humour [23] such as irony, jokes and wordplay. It is
almost impossible to design a general algorithm that classifies
them [24]. Many scholars are trying to find the underlying
features to achieve humour recognition, and many humour
Feature Extractions have been proposed. Bucaria C develops
his finding on lexical and syntactic ambiguity that result in
sources of voluntary or involuntary humour. [24]. Stylistic
features include alliteration, rhyming, negative sentiment, adult
slang [25] and other features like ambiguity and preliminaries
[26] [27] lexical centrality [28]. Moreover, recently, Uncer-
tainty and Surprisal [13] have been used for the humour
recognition task. As well as deep learning methods, Chen and
Soo [10] implemented a Convolutional Neural Network (CNN)
for their humour recognition task. Yubo also used GPT-2 in his
humour recognition task. Furthermore, Mao [11] proposed a
BERT-based approach for humour detection. Annamoradnejad
and Zoghi also proposed Using BERT sentence embedding for
humour detection [29].

Humour generation Since the early 1990s, computer sci-
entists and linguists have been trying to create jokes using
algorithms [30]. Although there are some attempts to generate
humour, no system has been able to imitate human humour
and generate jokes like a human today. We can see humour
generation as a particular case of automatic text generation.
As traditional text generation methods, we can categorize them
into two approaches, neural-based and non-neural-based meth-
ods: templates and neural networks. Until Yang and Sheng’s
publication [31] on an LSTM(RNN) for joke production in
2017, all of the previously published systems were template-
based [30].

III. CONSTRUCT THE HUMOUR GENERATION DATASET

The dataset we used consists of data collected from various
sources and measures. We only considered positive examples
with precisely two sentences to adapt the dataset for our
purpose. Our dataset contains not only the structured dataset
like a joke with the set-up and the punchline. It also contains
the data form like the daily conversation and comments, which
do not necessarily have a joke-like format. We crawled the
data from different subreddit such as r/jokes, r/askreddit and
r/showerthoughts r/casual conversations. Moreover, we also
used collected datasets from humorous conversation screen-
shots that people posted on-line and we also adopt the data
from Orion Weller [32], Issa and Gohar [29]. In total, we have
198,000 row datasets with two sentences and token length less
than 156 token size lengths. Then we divided the dataset into
7:2:1 train:validation:test set with random sampling.

To the humorous reply, we filter the dataset using the non-
neural-based method combined with the neural method. We
proposed using humour indicator method, which means if



the comment’s comment has humorous keywords, then this
comment is more likely to be a humorous reply.

A. Data Cleaning

For the data we crawl from subreddits, we adopt some
methodology from Yubo’s paper [13]. We clean the data
with the following rules. (1). We restrict the length of the
submission and comment to be under 50 (by counting several
tokens) and bigger than 2 (2). We only kept the comments
whose percentage of alphabetical letters is equal or greater
than 75% (3). We discarded punchlines that do not begin
with an alphabetical letter (4).We discard the comment if the
comment does not have a parent submission or comment (5).
We filter our data according to humour comment indicators—
the process showed in Figure 2

B. Humour indicator

Humour indicator is the comment of a comment which reflects
whether this comment is humorous or not. It consists of
the keywords or emoticons or emojis. We crawled r/jokes
comments between the date of 2020.0101-2020.1231. We used
bi-grams and trig-grams to find some indicators from them.
This way, it could be found some patterns like “ha ha” and ”ha
ha ha”. Besides supplements, we searched from the internet
and asked native English speakers what a possible reply could
be when something is considered funny. To filter the humorous
data, we kept the comments that have the child humor indicator
comment and they also should equal or above 40 percent of
the comments’ comment.

C. Neural-based detecting

For the neural-based method, we use two models to filter
our data. The first model we used is the Colbert [29] . It is
already a pre-trained neural network with eight layers. Then
three hidden layers are concatenated in the fourth layer and
continue sequentially to predict the single target value. The
model structure is shown in Fig 3

As for the second model we used the score of surprisal
valued calculated from GPT-2 model [13], a Transformer-
based architecture pre-trained model trained on massive data
and publicly available online. It is domain independent, thus
suitable for modeling various styles of English text. We
calculate the surprisal value [13] defined as:

S(x, y) = − 1

|y|
log p(y | x)

= − 1

|y|

n∑
i=1

log vyi

i

(1)

The following text denotes the question/submission as x and
the reply as y. We are interested in quantity regarding the
probability distribution p(y|x): surprisal, which is elaborated
in Equation 1.

For the final filtered data, we examined humans. We found out
that our method could filter out 27/50 percentage humorous

comments compared to random searching, in which only 3/50
percent of the data is humorous. Our method is effective
in finding humorous datasets for later stages for humour
generation.

D. Ocr data collecting

We also collected the data from the screenshots shown in
Figure 4 that people published online from different resources,
including Twitter, Tumblr and Facebook. For convenience,
we only focused on those with two-sentence sentences by
using the OCR technique to enrich our dataset. The data is
from various sources such as Twitter, iMessage, Facebook and
Instagram. These data are already tagged as humorous, so we
do not need to examine them. Besides, they are from daily
conversations and interactions, so they are of good quality.

IV. DEEP LEARNING METHODS

Here we compared and examined the two popular deep learn-
ing models as the baselines to compare our model.

A. LSTM

First, we check on the traditional deep learning framework:
text generation tasks based on a particular type of recurrent
neural network (RNN) [41] called LSTM [42], like traditional
deep learning model CNN [43] GNN [44]. These traditional
methods tend to seek stronger feature extractors to achieve
higher steganalysis effects. RNN helps sequential model data;
each timestep generates new output based on the current input
and past output. We can use the characteristic of RNN to do
humour generation.

However, it is challenging to train standard RNNs to solve
problems that require learning long-term temporal depen-
dencies. The LSTMs are called Long Short Term Memory
(LSTM), a special type of RNN capable of learning long-
term dependency problems. It includes a ’memory cell’ that
can maintain information in memory for long periods. Then it
uses gates to deal with the vanishing and exploding gradient
problem in RNNs. So, LSTM can handle information in
memory for an extended period compared to RNN. Their
structures are shown in Figure 5 and Figure 6.

All recurrent neural networks have the form of a chain of
repeating modules of a neural network. In standard RNNs, this
repeating module will have a straightforward structure, such
as a single tanh layer. LSTM also has a chain of repeating
modules but four layers in each module, with serval sigmoid
gates to protect and control the cell state. Then it has two
data flows to the next unit. The top straight-line runs down
the entire chain, with only minor linear interactions. Then
the other flow to the next module contains the current state
interacted with the first flow.

We implemented a simple LSTM chain structure model with
128 recurrent layers. The model was trained with GPU with
30k epochs.



Fig. 2. Indicator filter process

Fig. 3. Colbert model Components [29]

Fig. 4. OCR data example

Fig. 5. RNN

Fig. 6. LSTM

B. Seq2Seq

The seq2seq (sequence to sequence) model is a type of
encoder-decoder deep learning model that uses recurrent neu-
ral networks like LSTM to generate output. seq2seq networks
have an encoder accepting language as input and outputting
state vectors and a decoder accepting the encoder’s final state
and outputting possible translations. It is commonly used for
text translations, but it is also good for text generation since
it has a good general ability. There are two main components
[49] for the network:

• Encoder: It uses deep neural network layers and converts



the input words to corresponding hidden vectors. Each
vector represents the current word and the context of the
word.

• Decoder: It takes the output of the encoder as input. It
also uses its hidden states and the current word to produce
the next hidden vector and predict the next word.

The model we implemented has a structure like Figure 8.
We use 4 GRU units as encoders instead of LSTM units.
GRU structure in Figure 7 performs similar to LSTM but
computational cheaper. Compared to LSTM, GRU has one
gate less than LSTM. It is only three times the number of
parameters as RNN, while LSTM is four times. Considering a
large number of GRU units and layers will effectively reduce
the number of parameters.

Fig. 7. GRU

C. Fine-tuning GPT j-6b

For the last two models above, the data limits the applicability
of language models. Collecting a sizeable supervised training
dataset for many tasks is difficult, especially when the process
has to be repeated for each new task. pre-traine plus finetune
method is becoming popular in natural language processing.
The model is usually designed to be very large to learn more
information and have a good generalization power during pre-
training; for example, GPT2 has 1.5 billion parameters. Then
it can be finetuned according to a specific task. One good
advantage of the pre-traine plus finetune method is that limited
data can be outperformed by the traditional NLP model, which
requires a hundred times of data.

The new GPT model is GPT-3, the third Generative Pre-
trained Transformer that uses 175 billion parameters. It is
trained on Microsoft’s Azure’s AI supercomputer (Scott 2020).
It is a costly training , estimated around $12 million. How-
ever, OpenAI licenses its GPT-3 exclusively. We chose the
alternative transformer [35] model GPT-J6b [33] trained on
the pile dataset, an 825 GiB English text corpus targeted at
training large-scale language models. [34], GPT-J may be the
most potent open-source Natural Language Processing model
today with 6 billion parameters and it is the only open-
source alternative competing with GPT-3. GPT-J outperforms
GPT3 in code generation tasks. Then GPT-J is the best-
performing publicly available Transformer LM in terms of
zero-shot performance on various down-streaming tasks.

The model consists of 28 layers with a model dimension
of 4096 and a feedforward dimension of 16384. The model
dimension is split into 16 heads, each with a dimension of
256. Rotary position encodings (RoPE) [37] were applied to
64 dimensions of each head. The model is trained with a
tokenization vocabulary of 50257, using the same set of BPE’s
as GPT-2 [36] and GPT-3 [15].

We finetuned the model with our dataset using Google Cloud
TPU [38] v3-8 and using Google Cloud bucket to store our
weights data and pre-trained model.
1) Dataformat: Before each question (submission) and an-
swer we added prompt text before each text and separate our
text using < |endoftext| > the dataset shall be looked like
the example on below:

User: Can I tell you a joke about vegetables?
Humorous reply: Only if you say peas.< |endoftext| >

Then the dataset is tokenized using GPT2Tokenizer [39], to
construct a “Fast” GPT-2 BPE tokenizer (backed by Hug-
gingFace’s tokenizers library), using byte-level Byte-Pair-
Encoding. Then we pad our token array to the same length
and save them into tfrecord, a simple format for storing a
sequence of binary records.

Instead of training on the original 2048 sequence length data,
which includes several data rows on each token sequence, we
trained max token length of 156 size length and padded the
ones that are not 156 lengths. We trained our data for 10k
epochs with 8 cores TPU.

V. MEASURE MATRIX

Although many systems have been developed so far, a stan-
dardized methodology for assessing the quality of such sys-
tems is still missing [30]. The majority of approaches were
evaluated using user studies where actual humans rated the
generated jokes on a Likert scale that typically ranges from
0 (not a joke) to 5 (really funny) [40]. Here we introduce
N-gram-based matrix BLEU score and Model-based metric
BERT score.
1) BLEU: Bilingual Evaluation Understudy [45], although it
is made for comparing a candidate translation of text to one
or more reference translations, it can be used to evaluate text
generated for a suite of natural language processing tasks.
BLEU is a weighted geometric mean of N-gram precision
scores, N-gram precision defined as

pn =

∑
s min (C(s,y), C (s,y∗))∑

s C(s,y)
(2)

Then the BLEU score define as:

BLEU = BP · exp

(
N∑

n=1

wn log pn

)
(3)

where BP is the brevity penalty, which penalizes sequences
that are too short.

BP =

{
1 if c > r

e(1−r/c) if c ≤ r
(4)



Fig. 8. Seq2Seq model structure

c is the length of the candidate translation and r be the effective
reference corpus length.
2) BERTscore: BLEU and other N-gram-based metrics like
ROUGE Score [46] and METEOR [47] have a critical dis-
advantage which only uses the sole characteristic of word
matching. To retrieve the actual semantics of a sentence,
BERTScore leverages the pre-trained contextual embeddings
from BERT and matches words in candidate and reference
sentences by cosine similarity [48]. The complete BERT score
metrics define as:

RBERT =
1

|x|
∑
xi∈x

max
x̂j∈x̂

x⊤
i x̂j (5)

PBERT =
1

|x̂|
∑
x̂j∈x̂

max
xi∈x

x⊤
i x̂j (6)

FBERT = 2
PBERT ·RBERT

PBERT +RBERT
(7)

X is the reference, and x̂ is the candidate, each token is
matched to the most similar token in the other sentence.
3) Human rate metric: To get a fair evaluation, we asked five
English speakers of different cultural backgrounds to rate our
model generated result sample from the test data sets. The
raters were asked to rate each joke on a 6-point Likert-type
scale: 0 (nonsense syntactically), 1 (not relate), 2 (not funny),
3 (somewhat funny), 4 (funny), 5 (really funny)

VI. EXPERIMENTS

A. Result

When we examined the output of each model, we found out
all three models did not generate a close answer to the ground
truth answer. Here, we only chose BLEU and human rate
metrics as our measurement metrics.

From the table I, we can see that all three models are not
close to the ground truth. The results for LSTM and Seq2Seq

TABLE I
MODEL SCORE RESULTS

Table Table Column Head
Head BLEU Human rate
LSTM 1.37 0.3433

Seq2Seq 1.40 0.8788
FineTuned GPT-j 1.68 2.2682

model do not generate a humorous reply, even though we train
on the pre-trained model, which trained with 304 GB Reddit
comments. Then for the LSTM and Seq2Seq, we need more
dataset, at least dozens of GB data, to generate syntactically
correct data. We trained on data we collected (16MB size
of the train.txt). Then the results of LSTM and Seq2Seq
model were usually syntactically wrong and non-related to
the answer. As for the Finetuned GPT-J model, we can see
that the model has great generalizing power. With only 16MB
of data, we can train and let the model generate the correct
and topic-related data. From the human rate result, we only
have an average of 2 syntactically not correct and 5 topics
not related out of 40. While the LSTM and Seq2Seq model
has more than 17 and 14 syntactically incorrect result with 19
and 13 unrelated replies to the question. The finetuned GPT-J
model outperforms the other two models in all ways.

B. Case study

Here we look at the reply generated by different models, the
question is “User: Why will a Tesla scandal be exciting?”.
We can see that LSTM generated a syntactically wrong reply.
seq2seq model is better but the reply is too general. It is not
humorous. With the finetuned GPT-J model. The answer is
quite humorous and relates to the topic very well.

TABLE II
GROUNDTRUTH AND GENERATED REPLIES

Model reply
GroundTruth elongate

LSTM The explosion is not the property of the explosion.
Seq2Seq Hahaha, I do not know what you are talking about

FineTuned GPT-j Because Elon Musk will be charged with battery.



VII. CONCLUSION

In this paper, we present several methods to detect humorous
conversations. We combined neural and non-neural methods to
detect and classify humorous conversations. Then, we crawled
and collected our dataset from different kinds of resources,
mainly from Reddit submissions and comments. We also
gather data in different forms, such as pictures and screenshots
with a wide range of daily topics. After preprocessing and
cleaning, we combined incongruity-based features such as
superficial value and neural-based method value to filter the
data in order to gather the data we needed. After we gathered
humorous conversation data, we also discussed the possible
solution of humour generation evaluation metrics and proposed
a novel human rating metrics. We implement the three main
types of text generation models and compare their perfor-
mances. The finetuned GPT-j model outperforms the LSTM
and Seq2Seq models in all aspects. It requires less training data
but with better results. It has excellent generalizing power and
can be customized to complete different topic-specific tasks.
We can see that the pre-train plus finetune method is very
promising in text generation or, even more, humour generation
field. In future work, the finetuned model could be customized
to fit the conversational form of text generation. We could
also gather more data from different resources. Also, Prompt
Training of our finetuned GPT-J model will be a good idea.
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