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Abstract

Due to the increasing living pressure, pandemic and other social problems, more and more people are suffering from emotional distress and mental health issues. However, the shortage of counselling services and prejudice against mental illness allow only a limited number of people to receive psychotherapy. To address these problems, therapeutic conversational agents is an excellent assistance to provide counselling services to those people who has difficulties to reach mental health workers. A counselling chatbot can be available 24/7 to assist anyone suffering from distress. Therefore, development of counselling chatbots is of vital importance and should be emphasized. There are already many works in area of conversational agents focusing on counselling. But simulating the counselor is not an easy task since many specific therapeutic techniques are used in the domain of counselling. In this paper, we show the importance of one such technique termed “reflection and paraphrasing” and how we can train chatbots to generate reflections and paraphrases. In this regard, we extracted reflections and paraphrases from existing dialogue datasets discussing distress related issues and formed a large-scale dataset containing reflections and paraphrases. To show the significance of this dataset, we fine-tuned a GPT-2 model to automatically generate reflections and paraphrases on 103K data. We discuss the limitations encountered during this process and how the performance of the reflection and paraphrase generator can be further improved in the future.

Introduction

Mental health is one of the most neglected areas of health globally. The COVID-19 pandemic has further worsened the status of mental health. According to the World Health Organization (WHO), the numbers of people suffering from mental illness are staggering. Today, nearly 1 billion people live with a mental disorder and in low income countries more than 75% of people with the disorder do not receive treatment[26]. Every 40 seconds, a person dies by suicide[26]. In addition, mental health is not just a health issue but also related to a country’s economy. However, there are several reasons which result in the difficulties for addressing mental illness. The first is that in clinical treatment doctors mainly rely on medication to treat patients instead of psychological counselling which is not what patients want.

In addition, compared to the number of people who need counseling that health workers is far from adequate and people they can serve is limited. The last but not the least, the prejudice and stigma of mental illness is also an important factor that makes people reluctant to receive psychotherapy. In this case, technology is an excellent aid to mitigate the above issues by providing means of professional psychological counselling through means of artificial intelligence.

Nowadays, dialog systems play an important role in natural language processing. They perform chit-chat with humans or serve as assistants via conversations. A multitude of works on this area are carried out. Researchers have tried to train various deep neural networks to generate semantically and syntactically correct sentences. These experiments has showed outstanding performance in dealing with specific problems in certain domains and open domain chat. Furthermore, It also can be trained to generate counselling-like responses to help address mental health issues.

Reflection is one of the important conversational strategy used in psychotherapy. It is like holding up a mirror: repeating the patient’s words back to them exactly as they said. Sometimes, counselors might reflect back the whole sentence, or select a few words, or even one single word from what the patients said [12]. There are several reasons why reflection is an effective skill. First of all, it makes the patients feeling heard and in turn deepens trust within the therapeutic relationship. Secondly, it makes the patients listen to what they said again. When they hear their own words, they might think about those words and clarify the inappropriate content. Finally, reflection can be used to express the understanding to patients. What’s more, paraphrasing has been regarded as an influential reflection that greatly contributes to the process’s progress of counselling [11]. It is rephrasing the main content of the patient’s message (usually in a shortened form) to clarify the essence of what he or she has just said [11]. This kind of reflection can encourage additional thoughts and new expressions, which then aid the patient in examining conflicts. Using paraphrasing during counselling also assists the mental health workers to clarify and brighten the patient’s expressions. Hence, when designing chatbots to aid people suffering from emotional distress and mental health issues, reflecting and paraphrasing are very important skills to train them with.

There are many conversation datasets built to train the di-
alog systems to generate paraphrases. For instance, Quora dataset [5] which is duplicated questions collected from Quora website as the paraphrasing sentences pairs. It has 50K training instances and 20K testing instances. Another dataset often used is MSCOCO [14] with 94K training instances and 23K testing instances. It has human annotated captions of images and each image contains five captions. There also are some datasets such as ACL Anthology Sentence Corpus (AASC) [1], ArXiv Bulk Data [2] and Semantic Scholar Open Research Corpus (S2ORC) [16] consisting of paraphrasing sentences from papers. However, all these datasets are open-domain datasets and has no relevancy to reflections and paraphrases related to the therapeutic domain.

There has been some work done to improve the counselling interactions between chatbots and clients. For example, Tanana et al. [34] introduced a recursive neural network to model the counselor and client dialog turns, and therefore identify the counselor statements. Althoff et al. [4] analyzed a large amount of text-message-based counselling dialogs to understand the language style and symmetry in counselling conversations. Besides, understanding the client’s emotion is also helpful for dialog system to be more like a real counselor. In EmotionLines [6] and OpenSubtitles [15], they labeled the emotion of each utterance collected from TV or movie transcripts by Amazon MTurkers.

Perez-Rosas et al. [22] built a psychological dataset consisting of counselors’ behaviors during Motivational Interviewing encounters. It has 276 MI conversations annotated at utterance level with counselor verbal behaviors including “reflections” using the Motivational Interviewing Treatment Integrity 4.0 (MITI). Shen et al. [2020] develop an automatic dialogue system generating reflections using another counselling dataset: Alexander Street Dataset, which is a collection of Counseling & Therapy videos’ transcripts downloaded from Alexander Street Press. But the above datasets are not publicly available. To address this issue, we construct a dataset containing reflections and paraphrases by extracting reflecting and paraphrasing sentences from publicly available counselling conversation datasets. After that, we utilize the obtained dataset to fine-tune a pre-trained GPT-2 model to see the quality of the generated reflections and paraphrases. The whole process is shown in Figure 1. During the process of extracting reflections and paraphrases, we use two methods, which are extracting sentences using n-grams and calculating the similarity scores of the listener’s sentence with that of the speaker’s utterance. In the following section, we will describe these two methods in detail and present the statistical analysis of the results obtained by these two methods. The main contribution of this paper is that we collect a dataset containing reflections and paraphrases and the corresponding speaker utterances. This dataset can be used to train dialogue systems to generate reflections and paraphrases. We also test the performance of a generation model trained on the collected data. Furthermore, we discuss the limitations of our work and point to some future directions that can improve the performance of the reflection and paraphrase generator.

**Figure 1:** The process of whole project.

**Literature Review**

There have been significant efforts put in building dialog systems that can generate reflections and paraphrases. The general methods to deal with the tasks of Natural Language Generation (NLG) mainly contain: RNN Seq2Seq [33], Transformer [36], Attention Mechanism [7], GAN [9], Memory Network [32], GNN [29], and Pretrained language models. The pre-trained language models can be divided into two categories: non-contextual and contextual. The non-contextual pre-trained models [18],[21] can learn high quality of word and phrase representations, and are widely used to initialize the embeddings and improve the model performance for generation tasks. The contextual models are mainly based on LSTM or Transformer architecture. For example, ELMo [28] uses deep bidirectional LSTM, BERT [8] uses the Transformer encoder. Meanwhile, more and more effective pre-training methods are proposed to improve the model’s general representation ability. For example, BERT [8] presents a masked language model pre-training objective, MASS [31] designs a pre-training objective to guide the decoder predict the masked sentence fragments in the encoder side. For adapting the NLG system on the counselling domain, there are many researchers designing different models and techniques to make NLG system generating rich and reliable counselling responses. In 2013, Han et al. [27] designed a conditional random field algorithm to extract “who, what, when, where, why, how” (5W1H) information to counsel and user emotions (happy, afraid, sad, and angry). They use this information to recognize the users’ statement and predict the conversation context. The built system can generate three kinds of counselling responses: paraphrasing, questioning and reflecting feelings. In the same year, a listening-oriented dialog system is introduced by Meguro et al. [35].
This system is based on a model trained by a partially observable Markov decision process using human dialog corpus. However, it is limited because it generates responses by selecting utterances from the corpus and only can respond to some general domain utterances. Then, Han et al.[10] further improved the counseling dialog system by extracting more details such as emotion-, problem-, and reason-oriented information and used this information to select the appropriate counseling responses from an external knowledge base (KB). For those utterances which are not relevant to counselling, they adopted a “back-off strategy” to reply a general chat to encourage the speaker to continue interacting. At the same time, they also tried to build a system to generate rich and relevant counselling responses by exploiting a knowledge base (KB). The system extracts an important named entity from a user utterance and then scans the KB to extract contents related to this entity. In 2017, Lee et al.[13] introduced a novel chatbot system for psychiatric counseling service. Their system understands content of conversation based on an LSTM model with emotion recognition. They also generated personalized counseling responses from user input. To implement this, they utilized additional constraints to the generation model for proper response generation which can detect conversational context, user emotion and expected reaction.

The above mentioned articles are trying to emulate the counselor to respond to users in the conversation. Tanana et al.[17] built an automatic dialogue generation system which can help counselors to practice counselling skills. The authors implemented an artificial standardized user that interacts with the counselors and gives the counselor real-time feedback and suggestions based the the specific counselling skills they use. Shen et al. [30] also did some work in this direction. The authors utilized the pre-trained GPT-2 [24] architecture by operating entirely in a sequence-to-sequence way to generate reflections and fine-tune the model with conversations in the counselling domain. They also improved the language models by the context augmentation techniques and applied the domain adaptation on an additional counselling corpus to make the system generating a variety of counselling styles. However, the datasets that they have used are not publicly available and hence their work is not reproducible. In this work, we aim to use dialogues extracted from Reddit emotional distress related conversations and the publicly available Counsel Chat dataset to create a large-scale dataset containing reflections and paraphrases and show how this dataset can be used to generate reflections and paraphrases by fine-tuning a GPT-2 generation model.

### Methodology

In this section, we will describe the methodology used to extract reflections and paraphrases from two existing datasets and train a transformer based model to automatically generate reflections and paraphrases given a distress narrative. First to extract reflections and paraphrases, we experimented with two methods, which are text search using n-grams and obtaining similar sentences to the distress

narratives using cosine similarity. Then we fine-tuned a language generation model GPT-2 [24] on the extracted sentences.

### Datasets

The datasets we used to extract the reflections and paraphrases are the RED (Reddit Emotional Distress) dataset [37] and the Counsel Chat dataset [20],[19]. The dialogues in RED are collected from eight subreddits on Reddit that are devoted to provide emotional support for people in distress. The RED dataset contains many dialogues spanning different topics related to mental illness such as depression, anxiety, suicide and financial crisis. Counsel Chat dataset is collected from CounselChat 3 on which people can ask questions from professional counselors. In the RED dataset, we consider the speakers to be people undergoing emotional distress and listeners as “amateur” counselors who reflect on what the speakers describe and console them. In the Counsel Chat dataset, the content of questions is the mental health and emotional distress-related issues people experience, and the answers are given by experienced counselors.

<table>
<thead>
<tr>
<th></th>
<th>No. of Dialogs</th>
<th>No. of Turns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire</td>
<td>1,275,4506</td>
<td>3,398,747</td>
</tr>
<tr>
<td>anxietyhelp</td>
<td>8,297</td>
<td>18,351</td>
</tr>
<tr>
<td>depressed</td>
<td>10,892</td>
<td>23,804</td>
</tr>
<tr>
<td>depression</td>
<td>510,035</td>
<td>1,396,044</td>
</tr>
<tr>
<td>depression_help</td>
<td>23,678</td>
<td>51,849</td>
</tr>
<tr>
<td>mentalhealthsupport</td>
<td>3,551</td>
<td>7,931</td>
</tr>
<tr>
<td>offmychest</td>
<td>437,737</td>
<td>1,064,467</td>
</tr>
<tr>
<td>sad</td>
<td>18,827</td>
<td>42,293</td>
</tr>
<tr>
<td>suicidewatch</td>
<td>262,469</td>
<td>791,737</td>
</tr>
<tr>
<td>consul_chat</td>
<td>20</td>
<td>2271</td>
</tr>
<tr>
<td>consul_chat2</td>
<td>-</td>
<td>1482</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the datasets

### Extracting Reflections and Paraphrases

**Text Search using N-grams** Psychologists use a wide range of different keywords such as “sounds like”, “I gather”, and “it looks like” as lead-ins to reflect and paraphrase what the speaker has said. To extract such reflections and paraphrases, we used text search using these keywords. The keywords we utilize are illustrated in Table 2. They are the words listed in the guide for health workers [23] and a helping tool for future mental work students [25]. For the RED and the Counsel Chat dataset, we separated the listener utterances into individual sentences and extracted those that include one or more of the above keywords. Those sentences containing the keywords are sentences that most likely contain reflections and paraphrases. They were written as output to a file along with the corresponding speaker utterance containing the distress narrative.

---

3https://counselchat.com/
Using Text Similarity Scores

We experimented with using text similarity scores to extract paraphrases since paraphrases are more or less similar to what is already stated by the speaker. To find a suitable similarity threshold to extract such paraphrasing sentences, we first calculated the similarity scores between each sentence in the listener utterance and the corresponding speaker utterance. To calculate the scores, we used the Sentence-BERT (SBERT) model [3] to generate the embeddings of the speakers' utterances and the individual sentences in the listeners' utterances and calculated the cosine similarity between the speaker utterance and each sentence of the corresponding listener utterance.

We found that the similarity scores mainly range from 0.2 to 0.6. However, when we observed the listener sentences with high similarity scores, we found that these sentences are describing experiences of the listeners, which are similar to what is experienced by the speakers. Thus, these sentences were not necessarily paraphrasing what the speakers said but rather were sentences disclosing their own experience. Hence, we had to abandon this approach in collecting more reflections and paraphrases.

Results

In this section, we illustrate the results of each method discussed above.

Text Search using N-grams

The number of reflections and paraphrases we were able to extract using each keyword is illustrated in Figure 3. Figure 4 shows the number of reflections and paraphrases extracted from each dataset by the two methods. Some examples of extracted reflections and paraphrases are shown in Table 3. The detailed statistics are shown in Table 4.

Generating Reflections and Paraphrases

The average perplexity scores of validation and test sets are 16.85 and 16.90, respectively. Some examples of generated reflections and paraphrases and original reflections and paraphrases are shown in Table 5. There are several issues of the output. First of all, the model generated some general responds repeatedly such as “I don’t know what to do”, “It sounds like you are in a really tough place right now”, and “It sounds like you are a good person”. Secondly, sometimes it will generate an incomplete sentence. We will discuss some reasons in the next section.

Discussion

In this paper, we constructed a reflection and paraphrasing dataset with 279,906 reflections and paraphrases extracted from RED and Counsel_Chat datasets. But we discard the data extracted by similarity scores approach because a large number of irrelevant sentences in it. Then we fine-tuned a GPT-2 model based on 82,257 training data and tested its performance on 1,282 testing data. We outlined in detail the...
steps of the process and the final results of each process. As a result, we found that the performance of the fine-tuned reflection and paraphrase generator was not up to the standard we expected. In this section, we will discuss the potential reasons that may have caused this.

There are limited available dialogue datasets focusing on counselling. So, there are limitations in finding good quality reflections and paraphrases. In addition, there are some errors in the original RED dataset, which leads to the incomplete extraction of reflections and paraphrases. For instance, several speaker and listener utterances are stacked in a row. In addition, we did not deal with the typos and special words, which might have influenced the performance of the generation system.

Regarding the reflections and paraphrases extracted using the n-grams methods, we can observe from the results that the distribution of numbers is imbalanced. A large number of sentences are extracted by a few specific n-grams such as “sounds like“, “it seems like“, and “you sound“. There are some keywords that are seldom used in the reflecting and paraphrasing sentences. However, we cannot recognize which keywords are most used as lead-ins for reflecting and paraphrasing. Hence the way using the keywords one by one to extract sentences is inefficient when there are a large amount of keywords. For improving this way, we can firstly to detect the frequency of them on a medium dataset and then choose the most frequent keywords to apply to the whole dataset. In addition, this method is limited because we only use 16 keywords and their variants to extract paraphrasing sentences. There may be some other keywords which are used in paraphrasing sentences but we are not aware of. Lastly, the final dataset can not guarantee that all the extracted sentences are reflections and paraphrases. There are many general chatting sentences which also use these keywords.

To analyse the similarity score method, there are also several disadvantages of using this method. Firstly, it is a little difficult to choose a suitable score as the threshold. Because, the scores are a bit random and there are many paraphrasing sentences which have the scores outside the
It sounds like you are still in mourning after losing someone.

You sound like you have some anxiety in your life and that’s something you should talk about and seek some help with where you can.

I hear you saying you’ve done a lot of things to make him happy.

When you mean locked up, do you mean jail or in a mental hospital?

You sound like you really want to get where you set out to go, but setbacks seemed to have stifled your enthusiasm.

And from what I gather, your opinion is that she’s awesome, unique, and absolutely deserving of everything she wants to get from life.

What happened was you did not act to take her and someone else got in first.

You seem to be saying that you can’t escape the cycle day-in and day-out.

Acknowledging this is a big step but it seems like you do a really good job at recognizing those symptoms already.

It appears as though you have a “grand story” to tell.

It looks like you already know what your issues are and you are ignoring doing anything about it.

<table>
<thead>
<tr>
<th>hear you saying</th>
<th>anxietyhelp</th>
<th>depressed</th>
<th>depression</th>
<th>depressionhelp</th>
<th>mentalhealthsupport</th>
<th>offmychest</th>
<th>sad</th>
<th>suicidewatch</th>
<th>consulchat</th>
<th>consulchat2</th>
</tr>
</thead>
<tbody>
<tr>
<td>sounds like</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>i am understanding is</td>
<td>310</td>
<td>366</td>
<td>24920</td>
<td>1165</td>
<td>288</td>
<td>27276</td>
<td>485</td>
<td>16769</td>
<td>291</td>
<td>233</td>
</tr>
<tr>
<td>in other words</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>what you are saying is</td>
<td>4</td>
<td>6</td>
<td>412</td>
<td>19</td>
<td>19</td>
<td>305</td>
<td>6</td>
<td>177</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>do you mean</td>
<td>1</td>
<td>1</td>
<td>68</td>
<td>1</td>
<td>1</td>
<td>43</td>
<td>1</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sounds as if</td>
<td>9</td>
<td>14</td>
<td>816</td>
<td>26</td>
<td>6</td>
<td>413</td>
<td>1</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>you sound</td>
<td>31</td>
<td>52</td>
<td>3422</td>
<td>169</td>
<td>19</td>
<td>4463</td>
<td>88</td>
<td>2781</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>i gather</td>
<td>4</td>
<td>6</td>
<td>237</td>
<td>7</td>
<td>1</td>
<td>95</td>
<td>3</td>
<td>83</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>how you felt</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>what happened was</td>
<td>0</td>
<td>1</td>
<td>45</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>you seem to be saying</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>it seems like</td>
<td>46</td>
<td>78</td>
<td>5177</td>
<td>175</td>
<td>33</td>
<td>3658</td>
<td>117</td>
<td>3684</td>
<td>22</td>
<td>19</td>
</tr>
<tr>
<td>from where you sit</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>it appears as though</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>it looks like</td>
<td>0</td>
<td>19</td>
<td>861</td>
<td>29</td>
<td>8</td>
<td>701</td>
<td>17</td>
<td>641</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: The extracted number of reflections and paraphrases from each dataset using different keywords.
Speaker: The thought of living without him, feels like half of me is gone... Empty. I feel worthless. And crazy.

Output: It sounds like he is really struggling with his feelings for you.

Ground truth: People stigmatize it so it sounds like someone is broken.

Speaker: I dedicated my time to entering contests and calling into radio shows to get free tickets but nothing worked. I am particularly upset about missing this festival. I can’t help but feel angry and upset towards my boyfriend who promised me we would go.

Output: It sounds like a big deal but I just don’t know what to do.

Ground truth: You sound like a brat expecting your boyfriend to buy you expensive tickets when it’s not even His favorite band.

Speaker: Sometimes I feel like my boyfriend was put on this Earth by Satan to breed hate, and I’m agnostic. He wasn’t always like this, or at least didn’t show me this side of him, hence why I love him and stay.

Output: You sound like you’re a good person.

Ground truth: This sounds like a really unhealthy relationship and should leave him.

Speaker: I made a mistake that changed my life. It resulted in losing my girlfriend of five years. Every day I wake up and go to sleep with guilt, regret, self hatred, anger over my decisions, and a general lack of motivation.

Output: You sound like you have some pretty strong feelings about your girlfriend, and I think you should talk to her about it.

Ground truth: Sounds like you still have some unresolved issues with your break up.

Speaker: Depression has turned me into a vile thing- a sniveling, resentful, bitter, and utterly self-destructive creature. It’s eaten away at my hopes like a rabid wolf and has turned me into a fearful individual. The dark circles under my eyes have grown just like the darkness in my heart has grown. I feel as though Depression has taken away everything that I was and turned me into a hollow shell, empty of meaning and life.

Output: I don’t know what to do, but it sounds like you’re in a really dark place right now.

Ground truth: Sounds like we’re going through the same thing.

Table 5: Some examples of generated sentences with the original sentences.


