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Abstract

In modern era, people more often suffer from severe emotional distress, which may result from
the risks such as relationship difficulties, financial strain, or chronic medical illness. Being
unable to recover from it may potentially lead to self-destructive behaviors or even suicide.
Although therapeutic consultations are available to assist people in distress, most of them are
required to be synchronous and face-to-face with therapists. Moreover, in the recent years,
more and more people may choose to use text-based platforms for their mental health support.
Therefore, the task of empathetic conversation agents has been a popular research topic aiming
at generating syntactically and emotionally appropriate responses following dialog contexts.

In this work, we develop multi-turn empathetic dialog models which can not only recognize
human emotions but also rely on the well developed cognitive framework to assess expressed
empathy in texts. The experiments reveal that our models can evidently generate empathetic
responses in accordance with the context of speaker utterances. Lastly, we benchmark them
with the baselines of two previous works based on automatic evaluation and human assessment
respectively.
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Chapter 1

Introduction

Around the globe, mental health disorders have affected 13% of the worldwide population [1].
The number could increase as people shelter in place and adjust to a new normal amid the
coronavirus pandemic. According to the US national survey [2], the COVID-19 pandemic has
seriously affected the mental health of 59% of people. Despite the availability of mental health
services, people may hesitate to reach for the support because of the public stigma. Even worse,
as the consequence of the pandemic, there is a severe shortage of mental health workers [3].
Thus, it is challenging to offer interventions using traditional one-on-one therapeutic methods.
To mitigate this, insufficient services have facilitated the utilization of technology to meet their
need. One technological solution is the chatbot, a dialog system capable of conversing with
human users naturally .

Dialog systems have become popular in the artificial intelligence community. The recent advance
shows that deep neural networks can be effectively applied to their development [4]. Nowadays,
most cutting-edge systems are able to generate the responses based on both syntactic and
contextual points of view. For instance, open-domain chatbots are the systems designed for
extended conversations, set up to mimic the unstructured conversational characteristic of the
human-human interaction. By contrast, task-oriented dialog systems use conversations with
users to help complete tasks. They usually gives a short answer to satisfy users’ inquiry. The most
common example is the digital assistant (Siri, Alexa, or Google Home) to give directions, control
appliances, or make calls. To build a tool aiming at assisting people in distress, we adopt the
methodology of the chatbots to understand users’ feelings and talk to them comfortingly.

However, a challenge in empathy-focused chatbots is to identify emotions and make a suitable
reply accordingly. One of the major reasons is the inadequacy of a large-scale empathetic dialog
dataset. To make chatbots communicate more empathetically, it is essential to train them by sub-
stantial number of dialogs to grasp general understanding of emotional interaction embedded
in human conversations. However, in the data aspect, some past studies [5, 6, 7, 8, 9] propose
their datasets with thousands of conversations, which is obviously limited. Furthermore, these
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also have their dialogs labeled by the limited number of emotion categories. In the modeling
aspect, various dialog models of the existing works [10, 11, 12, 13] often require manually crafted
rules to determine the emotion state for a response to be generated. Yet, these rules lack the
verification from psychology literatures as well as practicability when deploying a chatbot into
real world.

To resolve the aforementioned data issue, here we make use of a larger curated dataset, RED (Red-
dit Emotional Distress), that contains emotional support for people in acute distress. Generally,
RED is a text-based dialog corpus carefully scraped from the empathy-related channels in Reddit.
As Figure 1.1 indicates, the whole curation process ranges from extracting conversations from 8
subreddits (e.g. r/depression, r/suicidewatch, or r/offmychest) to automatically annotating all
dialog turns by the BERT based emotion classifier. In the extraction stage, the collected dialogs
can be either dyadic or multiparty. If a dialog is dyadic, it is communication between a speaker
and a listener. Otherwise, a multiparty dialog is inclusive of a speaker and multiple listeners.
Based on the post structure in Reddit, the post author would play the role of speakers while the
commenters are listeners. Up next, we conduct pre-processing to remove the irrelevant parts,
such as URLs, tags, or even toxic words. For more specific details about the cleaning procedure,
one can refer to the appendix. Lastly, we categorize the emotions by the emotion classifier to
attach 32 emotion labels and 8 additional response intents to any utterance.

Figure 1.1: RED Data Curation Pipeline

With the dataset ready, we then implement an empathetic conversation agent targeting at learn-
ing the emotion interchange within conversations and correspondingly generate empathetic
reactions. Specifically, the model encompasses three fundamental components: (1) a response
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emotion/intent predictor to determine the emotion/intent for the next utterance based on the
context (2) an encoder responsible for encoding the dialog context to its vector representation
(3) a decoder that generates the response based on the predicted response emotion/intent while
consistently taking the encoder outputs into consideration. Besides, we incorporate a novel
computational approach, EPITOME [14], to effectively identify empathetic conversations with
underlying rationales. This framework has been proven by psychologists and demonstrate that
the identified components are helpful in improving peer-to-peer support through model-based
feedback.

Finally, we deliberately evaluate our dialog models via a set of automated objective metrics as
well as the well designed human evaluation experiment on the crowdsourcing platform [15, 16].
The automated metrics we show in this work specify that our models outperform the baselines
[17, 15] by the majority of them. On the other hand, through testing on 200 generated dialogs,
the human judgement reveals that our models are partially better than the baselines. As a result,
we point out some disadvantages of our models and further improvements to do in the end for
future work.
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Chapter 2

Background

Over the last decade, machine learning has been the fast growing field in the modern technology.
With abundant data, people can utilize this methodology to facilitate their work without explicitly
designing a precise algorithm. In particular, deep learning have been widely adopted to deal
with unstructured data such as texts, audios, and images. For example, combined with natural
language processing, we can apply neural networks to decide whether an email is spam or not
[18]. Apart from the classification task, we are able to exploit neural nets to summarize a given
paragraph [19].

One objective in deep learning is to develop a conversation agent which can recognize human
feelings and reply accordingly. In the following sections, we cover some background knowledge
to enhance the understanding of the neural based approach to build a chatbot eventually.

2.1 Chatbot

A chatbot is defined as the system that can carry on extended conversations with the goal of
mimicking the conversations in human-human interaction. Based on its use, it is typically for
entertainment, but also possibly for practical purposes to focus on answering well on a set of
particular topics. Like everything else in language processing, chatbot architectures fall into two
classes: rule-based systems and corpus-based systems. Rule-based systems mainly utilize the
pre-defined rules to identify the utterance patterns to make responses. The famous examples
include the early influential ELIZA and PARRY systems [20, 21]. On the other hand, corpus-
based systems mine large datasets of human-human conversations, which mainly applies the
sequence-to-sequence (Seq2Seq) framework to generate a response from a user utterance. Since
it learns the pattern automatically through dialogs, the latter is now the mainstream for the
chatbot research and development.
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Last but not least, chatbots can also be developed by the hybrid architecture of rule-based and
corpus-based systems. For instance, this technique is commonly used in the Amazon Alexa Prize
challenge [22], where the teams build chatbots to converse with volunteers on the Amazon Alexa
platform, and are scored based on the length and user ratings of their conversations. Regarding
our models, we mostly leverage the corpus-based method since we have large empathetic dialog
dataset. Ultimately, we expect that the models are trained using the collected conversations to
learn how to generate empathy-oriented utterances.

2.2 Sequence-to-Sequence (Seq2Seq)

Seq2Seq is a type of standard modeling paradigm typically used in the sequence-to-sequence
tasks [4]. The applications include language translation, text summarization, and conversation
models. Particularly, Seq2Seq is a model composed of a set of encoders and decoders ( Figure.
2.1). The encoders convert each item in a sequence to a corresponding hidden vector considering
the current item and its context. The decoders reverse the process, turning the vector into an
output sequence of items, using the previous output as the input context.

Figure 2.1: Seq2Seq Model Structure

To build this end-to-end model, both encoder and decoder can be done by the use of a recurrent
neural network (RNN), or LSTM [23] and GRU [24] to avoid the vanishing gradient [25]. Though
these models are firmly established, they still face the problem when handling long sequences.
Expressly, these models require very large computation since each token in a sequence has to be
processed sequentially. Therefore, this is where the Transformer [26] comes in to address the
issue.
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2.3 Transformer

In 2017, Vaswani et al. proposed the Transformer [26], a novel encoder-decoder architecture
making a major breakthrough in natural language generation (Figure. 2.2). Different from RNN
and LSTM, the Transformer extensively utilizes the attention mechanism to achieve its significant
effectiveness. Additionally, the Transformer allows an input sequence to be passed in parallel so
that the training speed can be sharply increased. In this section, we would like to explain the
main components inside the Transformer to better understand its full mechanism.

Figure 2.2: Model Architecture of the Transformer [26]
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2.3.1 Attention

In general, the attention mechanism looks at an input sequence and decides which parts are
important at each step. To achieve this, it requires a query and a set of key-value pairs, where the
query, keys and values are all vectors. Then, the operation is to generate the output vector as a
weighted sum of the values. The weights are determined by some compatibility function taking
the query and its corresponding keys into consideration.

Scaled Dot-Product Attention

In the Transformer, the attention function is done by the scaled dot product between the query
and all its keys. If the dimension of keys is dk, the scaled dot-product attention is computed
as the dot product of the query with all keys, followed by dividing each by

√
dk. Lastly, apply a

softmax function to obtain the weights. Note that the reason for adding the scaling term 1√
dk

is
to prevent the dot product from getting the very large value and pushing the softmax function to
the flat region with extremely small gradients.

Instead of running sequentially, the attention weights with respect to each query can be si-
multaneously computed. If we pack all the queries, keys, and values as the matrices Q, K, V
respectively, the weights on the values can be:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (2.1)

Figure 2.3: Workflow of Scaled Dot-Product
Attention [26]

Figure 2.4: Multi-Head Attention with h Atten-
tion Layers Running in Parallel [26]
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Multi-Head Attention

To improve the performance, the Transformer also exploits the multi-head attention to capture
the diverse representations from an input sequence. In other words, it is beneficial to linearly
project the queries, keys, and values multiple times with various linear projections. Because
of these projected versions of queries, keys, and values, we are able to perform the attention
functions in parallel. The output is subsequently concatenated and fed to the final linear layer to
generate the attention weights. Lastly, the set of weights considers the information from different
representations at different positions, where the single attention head cannot accomplish.

The Transformer employs 8 attention heads, so we end up with 8 sets existed in each encoder
and decoder. Each head is used to project the input embeddings into different representation
subspaces. As a result, the model can take the different information from these 8 heads into
account.

Self-Attention

The self-attention is a key building block in the Transformer. Compared to the original attention
mechanism, the self-attention allows inputs to interact with each other and find out who they
should pay more attention to. Finally, the outputs are aggregates of these interactions and
attention weights. To resolve the tasks involving very long sequence, the self-attention could be
restricted to handling only the neighborhood with the smaller size of the input sequence around
the specific output position.

Positional Encoding

Another innovation in the Transformer is to add positional encoding to the embedding of an
input sequence. Without it, the input embeddings lack the ordinal information about how tokens
locate in a sentence. To compensate this, positional encoding explicitly encodes the relative
positions of the inputs as vectors and are then added to the input embeddings.

In the Transformer, positional encoding is built upon sine and cosine functions with different
frequencies:

PE(pos,2i) = sin(
pos

10000
2i

dmodel

)

PE(pos,2i+1) = cos(
pos

10000
2i

dmodel

)
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where pos is the position and i is the dimension. Basically, each dimension of the positional
encoding is a wave with a different frequency. This allows the model to easily learn to attend
to relative positions, since PE(pos+k), where k is some integer, can be represented as a linear
function of PE(pos).

2.3.2 Encoder/Decoder

As a Seq2Seq model, the Transformer is constructed by a stack of encoders and decoders. Here,
the encoder intends to map an input sequence to another embedded sequence considering the
information from the neighboring tokens. On the other hand, given the embedded sequence
from the encoder, the decoder tends to generate an output sequence of tokens one at a time. In
this section, we go through the structure of the encoder and decoder in the Transformer.

Encoder

The encoder segment of the Transformer consists of a stack of 6 encoding layers. Each encoding
layer contains 2 major components, multi-head attention and fully connected feed-forward
neural network (See the left side of Figure. 2.2). Multi-head attention will generate the weighted
version of the value vectors considering the attention scores. However, before feeding it to the
feed-forward neural net, the output of the attention layer has to be passed into a sub-layer (i.e.
the "Add & Norm" layer in Figure. 2.2) for the residual connection and layer normalization. The
residual connection eases the gradient flow through a network and allows stacking multiple
layers [27]. The layer normalization does normalize vector representation of each example in
batch to improve convergence stability and sometimes even quality [28]. Once we have the
output of the sub-layer, feed it to the feed-forward neural net followed by another sub-layer.
After going through the first encoding layer, we can then use the current output to run the other
5 encoding layers.

Decoder

Similar to the encoder structure, the decoder segment is also composed of 6 identical layers.
(See the right side of Figure. 2.2) In addition to the ordinary multi-head attention, the attention
component in the decoder would be auto-regressive. That is, the component prevents the current
position from referring to the following positions. The masking ensures that the prediction of
the current position is certainly based on the known outputs from the previous positions.
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2.4 BERT

2.4.1 BERT

BERT [29], which stands for Bidirectional Encoder Representations from Transformer, is a lan-
guage model designed to generate contextualized representations from texts. Unlike any other
models looking at a text sequence from either left-to-right or combined left-to-right and right-
to-left, BERT is bidirectionally trained. In other words, the model has a deeper sense of contexts
and the flow compared to the single-direction language models. BERT’s architecture highly
relies on the Transformer. Specifically, BERT contains only the encoder part of the Transformer.
(Figure 2.5) The input to the encoder is tokens, which are firstly converted into vectors and
then processed in the neural network. However, before processing, BERT needs the input to be
massaged and decorated with some extra metadata (Figure 2.6):

• Token Embedding A [CLS] token is added to the input word tokens at the beginning of the
first sentence and a [SEP] token is inserted at the end of each sentence.

• Segment Embedding A marker indicating Sentence A or Sentence B is added to each token.
This allows the encoder to distinguish between sentences.

• Positional Embedding A positional embedding is added to each token to indicate its
position in the sentence.

Instead of sequentially predicting the next token, BERT applies the following techniques during
training:

• Masked LM Randomly mask out 15% of the words in the input and replace them with
[MASK] token. Afterwards, run the entire sequence through the BERT attention based
encoder and then predict the masked words based on the context by the non-masked
words in the sequence.

• Next Sentence Prediction Separate sentences using the [SEP] token. During training, the
model is fed with two input sentences at a time such that: (1) 50% of the time the second
sentence comes after the first one. (2) 50% of the time it is a random sentence from the
full corpus. Then, BERT predicts if the second sentence is random, with the assumption
the random sentence will be disconnected from the first sentence. To predict if the second
sentence is connected to the first one, the input sequence goes through the Transformer
based model, the output of [CLS] token is converted into a 2 × 1 shaped vector using a
simple classification layer, and IsNext-Label is assigned by the softmax function.
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Figure 2.5: High-level depiction showing BERT’s whole operating process involving only the
Transformer encoders to compute contextualized representations of input texts.

Figure 2.6: BERT’s input representation is the sum of the token embeddings, the segmentation
embeddings and the position embeddings

2.4.2 RoBERTa

RoBERTa [30], Robustly Optimized BERT Pre-training Approach, is to optimize the training of
the BERT to take less time during pre-training. It has the similar structure as the BERT. However,
because the BERT is highly undertrained, there are some changes in its structure for further
improvement:

• Removing the Next Sentence Prediction objective In the next sentence prediction, the
model is trained to predict whether the observed document segments come from the same
or distinct documents via its loss. The paper [30] concludes that removing the loss improves
downstream task performance.

• Training with larger batches and longer sequences Originally, BERT is trained for 1M
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steps with a batch of 256 sequences. On the other hand, during training, RoBERTa has 125
steps of 2K sequences and 31K steps with 8K sequences in the batches. This brings two
benefits. Firstly, training with the larger batches improves the perplexity on the masked
language modeling objective and end-task accuracy. Secondly, large batches are easier for
distributed parallel training.

• Dynamically changing the masking pattern In BERT, the masking is done during data
pre-processing, resulting in a single static mask. To avoid using the static mask, the training
data is duplicated and masked 10 times, each time with a different mask over 40 epochs
of training. As a result, the same mask can be used four times on each sequence during
training.

• Larger byte-level Byte-Pair Encoding Byte-Pair Encoding (BPE) [31] is a hybrid of character-
and word-level representations which allows dealiing with the large number of common vo-
cabularies in corpora. Instead of using character-level BPE vocabulary of size 30K, RoBERTa
is trained with a larger byte-level BPE [32] vocabulary with 50K sub-word units, without
any pre-processing or tokenization on an input. Though the experiments reveal that this
method achieves slightly worse performance on some tasks, the authors believe that the
advantages of a universal encoding can eventually outweigh the encoding using the smaller
size.

When it comes to the performance, RoBERTa achieves the highest score across all the GLUE
single-task development sets [33]. Compared with the models in the setting of ensembles on the
test set, RoBERTa also reaches the state-of-the-art results on MNLI, QNLI, RTE, and STS of the
GLUE. Furthermore, it outperforms the BERT-Large model and XLNet [34] on RACE [35] as well
as the SQuAD [36] in the single model on the development set.

Figure 2.7: Results on the GLUE tasks comparing RoBERTa with some cutting-edge models at
that time
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Figure 2.8: Results on SQuAD comparing
BERT, XLNet, and RoBERTa.

Figure 2.9: Results on RACE.
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Chapter 3

Methodology

To endow a chatbot with empathy, our architecture is composed of three main modules: the
response emotion/intent predictor, the encoder and the decoder of the response generator.
Specifically, the predicted emotion/intent is the input to the encoder and the decoder to condi-
tion the response to be generated in the end. In the following sections, we discuss the dataset
used in our experiments, neural response emotion/intent predictor based on dialog contexts,
and the Transformer based response generation model. Moreover, we introduce the theoretically-
grounded framework, EPITOME, [14] applied in our models for characterizing communication
of expressed empathy within conversations.

3.1 Dataset

Many existing dialog models rely on small datasets, usually with the size of thousands dialogs.
Consequently, training models solely on them may not give us a chatbot with desirable per-
formance. To address the issue, we create the new dataset, RED, whose dialogs are completely
scraped from Reddit via Pushshift APIs [37]. In particular, we focus on the threads posted on 8
major mental health subreddits to collect conversations involving strong emotion exchanges.
Based on the curation process in the figure 1.1, RED contains approximately 2M dialogs and 7M
emotional interactions. (See Table 3.1, 3.2 for more details about the descriptive statistics.) Note
that the emotion annotation is done by EmoBERT [38], a RoBERTa based classifier to predict
32 emotion labels plus 8 response intents given a dialog sentence. This classifier is trained on
25K conversations from the EmpatheticDialogue corpus [17] labeled with 41 emotion/intent
labels. Overall, EmoBERT has annotation accuracy of 65.88%, which is significant compared
to the other state-of-the-art dialog emotion predictors. Hence, we take advantage of the labels
suggested by the classifier as ground-truth labels.

Due to the hardware constraint, the dialog corpus would not be fully utilized for building the
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Subreddit No. of Di-
alogs

No. of
Turns

No. of To-
kens

Avg No.
of Turns
per
Dialog

Avg No.
of To-
kens per
Dialog

Avg No.
of To-
kens per
Turn

All 1,275,486 3,396,476 288,336,762 2.66 226.06 84.89
r/depression 510,035 1,396,044 106,967,833 2.74 209.73 76.62
r/depressed 10,892 23,804 1,940,000 2.19 178.11 81.50
r/offmychest 437,737 1,064,467 109,459,738 2.43 250.06 102.83
r/sad 18,827 42,293 3,088,562 2.25 164.05 73.03
r/SuicideWatch 262,469 791,737 59,267,000 3.02 225.81 74.86
r/depression_help 23,678 51,849 5,412,390 2.19 228.58 104.39
r/Anxietyhelp 8,297 18,351 1,428,287 2.21 172.14 77.83
r/MentalHealthSupport 3,551 7,931 772,952 2.23 217.67 97.46

Table 3.1: Descriptive statistics of dyadic conversations in the entire dataset as well as in each
subreddit.

Subreddit No. of Di-
alogs

No. of
Turns

No. of To-
kens

Avg No.
of Turns
per
Dialog

Avg No.
of To-
kens per
Dialog

Avg No.
of To-
kens per
Turn

All 584,427 3,863,841 195,187,799 6.61 333.98 50.52
r/depression 246,268 1,609,795 76,789,493 6.54 311.81 47.70
r/depressed 3,434 18,658 923,429 5.43 268.91 49.49
r/offmychest 196,566 1,232,645 69,483,975 6.27 353.49 56.37
r/sad 6,756 35,085 1,577,803 5.19 233.54 44.97
r/SuicideWatch 119,577 899,460 42,468,629 7.52 355.16 47.22
r/depression_help 7,758 45,446 2,791,784 5.86 359.86 61.43
r/Anxietyhelp 2,990 16,959 825,710 5.67 276.16 48.69
r/MentalHealthSupport 1,078 5,793 326,976 5.37 303.32 56.44

Table 3.2: Descriptive statistics of multi-party conversations in the entire dataset as well as in
each subreddit.
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Subreddit No. of Di-
alogs

No. of
Turns

No. of To-
kens

Avg No.
of Turns
per
Dialog

Avg No.
of To-
kens per
Dialog

Avg No.
of To-
kens per
Turn

All 558,316 1,333,100 28,943,621 2.77 64.30 22.73
r/depression 209,927 480,079 10,237,964 2.29 48.79 21.33
r/depressed 5,618 12,867 286,092 2.29 50.92 22.23
r/offmychest 200,998 476,712 10,590,386 2.37 52.67 22.22
r/sad 11,356 31,917 743,386 2.81 65.46 23.29
r/SuicideWatch 116,304 269,094 5,506,485 2.31 47.35 23.29
r/depression_help 9,184 51,312 1,321,585 5.59 143.9 25.76
r/Anxietyhelp 3,505 7,870 181,400 2.25 51.75 23.05
r/MentalHealthSupport 1,424 3,249 76,323 2.28 53.59 23.49

Table 3.3: Descriptive statistics of dyadic conversations after preprocessing.

chatbot. We only allow the conversations within 100 tokens to be used for training our dialog
model. In addition, we exclude the multiparty conversations because we expect the conversation
between users and our chatbot is mutual. Therefore, the available corpus narrows to 560K dialogs.
In the table 3.3, 3 main subreddits (r/depression, r/offmychest, and r/suicidewatch) contribute
almost all the conversations in the dataset. Regarding the emotion distribution (Figure 3.1 and
3.2), the speakers tend to convey negative feelings, such as ashamed, sad, and lonely, while the
listeners are inclined to express positive intents like questioning, agreeing and wishing to support
the speakers. All in all, our dataset shows that the listener responses are indeed being helpful for
the speakers.

Figure 3.1: Speaker emotion prediction in RED after cleaning

Figure 3.2: Listener emotion prediction in RED after cleaning
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3.2 Framework of Expressed Empathy

To understand empathy conveyed in asynchronous text based conversations, we turn to EPIT-
OME [14], a conceptual framework incorporating both emotional and cognitive aspects of
empathy. Notably, it is approved by clinical psychologists. EPITOME comprises of three commu-
nication mechanisms exhibiting a comprehensive outlook about empathy — Emotional Reaction,
Interpretation, and Exploration. Each mechanism can be in the level of no communication, weak
communication, and strong communication.

• Emotion Reaction It is particularly aimed at expressing emotions experienced by the
listeners after understanding speakers’ words. For example, after reading the speaker text,
a listener could evoke the emotions such as encouraging, acknowledging, or concern.
According to the study by Robert et al. [39], showing these emotions can truly help establish
a strong bond to support the people in distress. A weak level of emotion reactions refers to
the situation when the emotions are not explicitly revealed. (e.g. Things will be better.) On
the other hand, the strong level tends to specially stress the emotions from the listeners.
(e.g. I’m sorry to hear that.)

• Interpretation This focuses on the realization of emotions and experiences inferred from
speakers. In order to develop empathetic rapport, communicating with a clear under-
standing on the speaker situation is exceptionally critical. A weak interpretation literally
mentions the word ’understanding’ (e.g. I could understand how you’ve been through)
while a strong one is inclined to have listeners share their real-life experiences. (e.g. I also
suffer from anxiety from time to time, which makes me extremely terrified.)

• Exploration To improve the understanding regarding their experiences, it is also essential
to explore the feelings not stated by the speakers. Exploration makes the speakers perceive
that the listeners are actively interested in themselves. Its weak communication is often
generic (e.g. What’s going on?); however, the strong communication is to the point and
labels the speaker feelings which the listeners want to probe. (e.g. Do you feel frightened
now?)

3.2.1 Modeling Approach

To capture the communication levels of the RED dialog utterances, we use the multi-task bi-
encoder model built upon RoBERTa. Concretely, the model multi-task over the two tasks of
empathy identification and rationale extraction. If we have a speaker post and the corresponding
response post as Si = si1, ...sim and Ri = ri1, ...sin, for each pair (Si, Ri), empathy identification
is to identify how empathetic Ri is in the context of Si. According to EPITOME, the levels in Ri

can be no communication (0), weak communication (1), or strong communication (2). Once
the communication levels are measured, we then apply rationale extraction to extract rationales
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underlying the identified levels. The goal is to find an extracted rationale as a subsequence of
words xi in Ri. To do so, the bi-encoder model learns to predict a mask mi = (mi1, ...,min) over
the words in Ri. Note that mij ∈ 0, 1 is a boolean variable with 0 as a non-rationale token and 1
as rationale token. Thus, the extracted rationale is xi = mi ⊙Ri.

As for modeling, the multi-task model trains three identical but independent architectures
for the empathy communication levels in EPITOME. The bi-encoder structure facilitates the
joint modeling of (Si, Ri) pairs. Furthermore, the attention mechanism boosts the model by
providing the context from the speaker post Si, which is more effective than concatenating
Si and Ri to form a single sequence. As shown in Figure 3.3, for each communication level
we use two independently pretrained RoBERTa based encoders, S-Encoder and R-Encoder, to
encode both speaker post and response post. The S-Encoder encodes the context of the speaker
post and R-Encoder encodes the response post. Then, we leverage attention between them
to generate speaker-context aware representation of the response post, which is subsequently
used to perform the two tasks of empathy identification and rationale extraction. Note that any
speaker post and response post should be concatenated by the special tokens [CLS] and [SEP]
at the beginning and at the end of the posts respectively.

e
(S)
i = S-Encoder ([CLS], Si, [SEP])

e
(R)
i = R-Encoder ([CLS], Ri, [SEP])

With e
(S)
i and e

(R)
i encoded from Si and Ri, the single-head attention is applied on the two

encodings to generate the representation of the response post based on the context of the
speaker post. In the Transformer terminology, the query vector is the response post encoding
e
(R)
i . The keys and the values are the speaker post encoding e

(S)
i . Then, the attention score

between the query and the keys is:

ai(e
(R)
i , e

(S)
i ) = softmax (

e
(R)
i e

(S)
i√
d

) e
(S)
i

where d is the hidden size in the RoBERTa-base model (d = 768). Lastly, we sum up the encoded
response e

(R)
i with its representation transformed via attention i(e

(R)
i , e

(S)
i ) to get a residual

mapping hR
i [27]. This forms the final speaker-context aware representation for the response

post.

When identifying empathy, we use the final representation of the [CLS] token in the response
post and pass it through a linear layer to obtain the prediction of the empathy levels. Next,
to extract rationales based on the predicted level, we utilize the final representations of the
individual tokens in Ri, and feed them to the linear layer to make boolean predictions over each
token.

22

Kalpani Anuradha Welivita

Kalpani Anuradha Welivita

Kalpani Anuradha Welivita



Figure 3.3: The bi-encoder model structure to evaluate the three communication mechanisms in
EPITOME — emotion reaction, interpretation, and exploration. For each mechanism, the model
can identify its empathy level as well as the rationale mask to highlight the words that make the
response more empathetic. [14]

3.2.2 Implementation

Regarding the modeling approach to measure empathy, EPITOME leverages TalkLife and Reddit
as the two major sources to collect the dialogs. However, because of the privacy protection, the
TalkLife dataset is restricted to access without the consent of the platform. As a result, we could
only use the Reddit portion of the collected dataset, which contains roughly 10k conversational
interactions.

Both the S-Encoder and R-Encoder are initialized by the weights from the RoBERTa base model.
Including the parameters in the linear layers, the total number of parameters in the bi-encoder
model is 251M. The loss function used over the two tasks is cross entropy, so the overall loss in
the model is L = λEI ∗ LEI + λRE ∗ LRE where EI and RE represent empathy identification and
rationale extraction separately. In addition, some initialization performs consistently well [40],
so the seed value for randomization is set to be 12. As for the hyperparameters, the following
space are also tested to fine-tune the model:

• Learning rate: 10−5, 2× 10−5, 5× 10−5, 10−4, 5× 10−4
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• Loss weights: λEI = 1; λRE = 0.1, 0.2, 0.5, 1

3.3 Empathetic Dialog Model

To generate empathetic responses given one or more utterances, a dialog model should consider
contexts and more importantly respond with an appropriate emotion. Thus, extended from the
model proposed by Xie et al. [15], our models contain three essential building blocks (Figure.
3.4):

• A response emotion/intent predictor taking not only an input utterance X but also the
total communication level of X into account. The predictor then decides a response
emotion/intent based on the dialog context.

• A Transformer encoder in charge of encoding X into a vector representation. Note that
during encoding we underscore the word empathy level using the rationale mask generated
from the EPITOME bi-encoder model.

• A Transformer decoder responsible for decoding the encoded representation from the
encoder while conditioning on the predicted response emotion/intent.

Figure 3.4: Complete model architecture working in the inference mode. The dashed line repre-
sents the multi-head attention.
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3.3.1 Response Emotion/Intent Predictor

As illustrated in Figure 3.6, the response emotion/intent predictor is constructed on top of a
Transformer encoder to obtain the context-inclusive representation from input embedding.
Before the encoder, we apply the RoBERTa tokenizer to tokenize context utterances. The input
representation is formed by concatenating the utterances by two special tokens: <s> and </s>.
Apart from the original embeddings in [15], we add one more communication embedding for
a better understanding of the context. (See Figure 3.5 for the overall depiction of the input
embeddings.) The communication embedding is computed by the total communication level of
emotion reaction, interpretation, and exploration. Given an utterance with the three commu-
nication levels l̂x,ER, l̂x, IP , and l̂x,EX , the total level is their sum as l̂x = l̂x,ER + l̂x,ER + l̂x,ER.
Similar to the other embeddings, we transform this total level to a vector representation with the
same dimension.

Figure 3.5: Illustration of 5 input embeddings.

Next, the encoder receives these embeddings as the input and outputs high-level vector repre-
sentations. To pool them into a single vector, we apply the attention mechanism using a trainable
vector υ to get the attention weight αi for each ri.

αi =
exp(υT ri)∑N
j=1 exp(υ

T rj)

Finally, the pooled representation r becomes the weighted sum of ri and αi. Then r is treated
as the input to the hidden layer followed by the softmax layer to determine êy, the predicted
response emotion/intent.
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Figure 3.6: An illustration of the response emotion/intent predictor. Note that the dotted lines
denote the computation for the attention weights between ri and υ. [15]

r =
N∑
i=1

αiri

3.3.2 Response Generation

Principally, the response generation model is based on the plain Transformer’s encoder and
decoder. As previously discussed, both encoder and decoder consist of multiple identical en-
coding and decoding layers. The encoder starts by processing the input sequence concatenated
by multiple turns in a dialog. The output of the top encoder is then transformed into a set of
attention vectors as a key matrix and a value matrix. These are to be used by each decoder in its
encoder-decoder attention layer (See Figure 3.7) which helps the decoder focus on appropriate
places in the input sequence. Afterward, the decoder stack passes the output vector into the final
Linear layer followed by a softmax layer. The softmax layer turns the logit scores gained from the
linear layer into probabilities. The highest probability is chosen as the word output for this time
step.

Different from the original Transformer, our model incorporates the rationale mask produced
by the EPITOME ’s bi-encoder model. Expressly, we further manipulate the loss function as the
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Figure 3.7: The encoder-decoder attention highlighted in the Transformer. Unlike multi-head
attention, the encoder-decoder attention creates its queries matrix from the decoder self atten-
tion, and takes the keys and values matrix from the output of the encoder stack.

dot product between the cross entropy loss and the rationale mask. The reason doing so is
to emphasize the tokens annotated with larger empathy levels, facilitating the model to have
higher tendency to generate these words. After combining the rationale masks of the EPITOME
communication mechanisms, we also observe that it makes no difference if we include the actual
empathy levels to the masks or not. That is, only the boolean mask highlighting the rationale
words matters. On the whole, with the help of rationale masks, our response generation model
tends to frequently output the response containing higher emotion reaction, interpretation, and
exploration.

3.3.3 Implementation

Separate Training

Following the procedure suggested in [15], we independently train our models. The whole train-
ing process starts with the EPITOME bi-encoder model, the response emotion/intent predictor,
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and ends with the response generation model. Specifically, after training the bi-encoder model,
each response utterance is labeled with the predicted empathy levels and rationale masks. Then,
we train the predictor by incorporating these levels. Finally, we train the Transformer by feed-
ing both the predicted communication levels and emotion/intent to the embedding layers of
the encoder and decoder. During the training, the model intends to minimize our new loss
function considering the rationale masks. In this way, separate training endows the response
generation model with more controllability since the model will refer to the indicated EPITOME
communication levels and the predicted response emotion/intent.

Implementation Parameters

In general, our model implementation is fundamentally built upon this work [15]. Accordingly,
we apply the RoBERTa tokenizer to tokenize the input utterances, with the vocabulary size set to
be 50,265. Also, we restrict our model to have the input size within the 100 tokens. About the
Transformer model, we use 4 layers in the encoder and decoder stack, with 6 attention heads
used in their multi-head attention separately. The dimension of the hidden units is 300, and
the linear layer accepts 1200 as its input dimension. Inside each hidden layer, we choose the
GELU [41] activation function combining with the dropout rate to be 0.1. Lastly, we choose the
Adam optimizer [42] with the initial learning rate as 5× 10−5 to optimize the loss function during
training.

For inference, we utilize the beam search algorithm with the beam size of 32. To prevent the
models from generating repetitive words, we correct the algorithm so that at each step, if any
branch contains repetitive 4-grams, the log probability of the branch is set to be infinitely
negative, intending to stop it from being further expanded.
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Chapter 4

Evaluation & Results

For benchmarking, we not only trained our dialog models but also the baselines using the RED
dataset. The baselines include the EmoPrepend-1 and MEED2 originated from the two existing
works [17, 15]. To evaluate them in the held-out setting [15], we leverage automatic metrics and
crowdsourcing human evaluation.

As described in Table 3.3, we have approximately 560K conversations available in our corpus.
Hence, we split 80% for training, 10% as the validation set, and the rest 10% as the testing set.
To further accelerate our evaluation process, we sample 2K responses generated by each model
given the same contexts. In addition, to ensure consistency, all the models have a hidden size of
300 and are trained until the minimum validation loss.

4.1 Automatic Evaluation

Automatic evaluation is carried out by calculating a score that indicates the similarity between
machine generated texts and human written texts. However, human conversations can be ex-
pressed in many ways, so it is still critical to select one golden metric to estimate whether
generated texts are consistent with the design goal of the system. For example, when assessing
the open-domain chatbot, the earlier work [43] has shown that the metrics designed for machine
translation or automated summarization have weak correlation with human judgements. Specif-
ically, both the word overlap similarity metrics (BLEU [44], METEOR [45], and ROUGE [46]) and
word embedding metrics derived from word embedding models (Word2Vec [47]) correlate poorly
with human evaluation. By contrast, for goal-oriented dialog systems, Sharma et al. [48] indicates
that METEOR, ROUGE-L, and some similarity metrics reveal positively stronger correlation with
human assessment. As suggested by the recent study [49], it is desirable to use multiple metrics
to gauge different aspects of dialog systems’ capability. To this end, we adopt the metrics used in
this paper [15] as well as those specified in this work [48].
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w/o EPITOME w/ EPITOME

Accuracy 0.1254 0.1541

Precision 0.0865 0.1407

Recall 0.1254 0.1541

F1-Score 0.0887 0.0891

Table 4.1: Accuracy, weighted precision, recall and F-1 score of the response emotion/intent
predictor used in our models. Note that the predictor without EPITOME is used in the base-
line MEED2 while the one with EPITOME is used in our newly created models EPIMEED and
EPIMEED+.

Emoprepend MEED2 EPIMEED EPIMEED+

Perplexity 2707.56 1455.69 575.93 1917.37

D1 0.0317 0.0618 0.0487 0.0039

D2 0.1178 0.2889 0.1912 0.0181

Sentence Embedding Similarity 0.2683 0.2115 0.2242 0.2315

METEOR 0.0434 0.0331 0.0365 0.0637

ROUGE-L 0.0662 0.069 0.0746 0.0559

CIDEr 0.107 0.1352 0.1683 0.0112

SkipThought Cosine Similarity 0.4842 0.4874 0.4911 0.4268

Embedding Average Cosine Similarity 0.7346 0.7408 0.7285 0.765

Vector Extrema Cosine Similarity 0.7346 0.7408 0.7285 0.765

Greedy Matching Score 0.3507 0.4113 0.4194 0.3681

Table 4.2: Automatic evaluation metrics. Here D1 and D2 are denoted as Distinct-1 and Distinct-2
respectively.
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The results of response emotion/intent predictor performance and automatic evaluation are
presented in Table 4.1 and 4.2 separately. In general, our new models, EPIMEED and EPIMEED+,
outperform the baselines originated from the previous studies. Even if either of them doesn’t
achieve the best, they are slightly worse by the small gap. However, the outstanding scores here
don’t fully reflect if our models are capable of generating empathetic responses. To evaluate them
more accurately, we must compare these 4 models via the perspective of human evaluators.

4.2 Human Evaluation

To a dialog system, the ultimate goal is always generating texts valuable to people. For this reason,
human evaluation is typically treated as the most important measure. Besides, it is also held as
the gold standard when developing new automatic metrics. With the current automatic metrics
still falling short of replicating human decisions, many studies [50] tend to include some form of
human evaluation to assess chatbots. Thus, human evaluation has become the mainstream in
that it gives us the best insight into how well a model performs in a task.

To conduct human evaluation, we carefully follow the framework developed by Welivita and Pu
[16]. Firstly, we randomly select 200 dialogues from our RED testing set as the context for our
chatbots to reply. Once they make responses, we recruit workers in Amazon Mechanical Turks
(AMT) to gauge the empathetic fitness of the generated responses by our 4 models. During the
experiment, the AMT workers are taught to drag and drop their judgements into three levels:
Good, Okay, and Bad, based on how empathetic a generated response is to the given context.
With each set assessed by three workers, the final rating of predicted responses is computed via
the majority vote. More details about the experiment setup can be found in the appendices of
Welivita and Pu’s work [16].

According to Table 4.3, the outcome indicates that MEED2 still achieves the best with almost 82%
of the generated responses viewed as good replies. On the other hand, EPIMEED+ has the least
good rating because only 43% predicted responses are regarded to be good. Nevertheless, more
than half of the workers do not agree to the rating as indicated by the low agreement percentage.

To understand the cause, we further investigate our testing conversations evaluated by the
workers. In particular, we compare the good and the bad generated responses to clarify why the
judgements on EPITOME+ vary drastically among the workers. Table 4.4 and 4.5 separately list
several examples that EPITOME+ performs well and badly. As we observed all the bad samples,
the main drawback is that the response EPIMEED+ makes does not clearly follow the context.
That is to say, EPIMEED+ poorly answers right in accordance with the speaker utterances, even
though it generates the ostensibly empathetic replies. What’s more, some predicted samples
of EPIMEED+ incline to making the human raters confused about what rating to give. In Table
4.6, EPIMEED+ may possibly produce ambiguous responses so that human evaluators have
difficulty to determine the empathetic response quality. Of our shown examples, the responses
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Emoprepend MEED2 EPIMEED EPIMEED+

Good 51.69% 81.67% 73.88% 43.18%

Okay 15.73% 18.33% 26.92% 22.73%

Bad 32.58% 0% 0% 34.88%

Agreed 89 120 104 88

Total 200 200 200 200

Agreed Percentage 44.5% 60% 52% 44%

Table 4.3: Human evaluation results for empathetic appropriateness of the responses produced
by our four models.

from EPIMEED+ are simply generic questions or statements without rigorously taking speaker
utterances into account. As a result, our workers may feel undetermined to make their decisions,
leading to large variance on the EPIMEED+ response ratings. More instances of the good, bad
and ambiguous generated responses are included in the appendix for readers’ reference.

Overall, our human evaluation experiment points out that EPIMEED and EPIMEED+ don’t fully
outperform the baselines. For further investigation, we find that the main limitation results from
the fact that they sometimes unsuccessfully follow the context to make responses, although
the resulting responses seem to be empathetically appropriate in words. As a consequence, the
human raters hesitate to confirm good ratings on the generated responses of EPIMEED and
EPIMEED+.
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Context:

Just realized school is coming up Jan14 I still have no friends coming in my third semester at a small

university as a junior F**K MY LIFE! But ima enjoy 2019 being alone.

Emoprepend (wishing): Congrats!

MEED2 (wishing): Good luck!

EPIMEED (wishing): Congratulations!

EPIMEED+ (wishing): I’m in the same boat as you. I wish you all the best in the world.

Ground-truth (lonely): We can both enjoy 2019 being alone.

Context:

I recently started writing some short stories for the nosleep subreddit and have really enjoyed it. my stories

have gotten hundreds of upvotes and lots of positive attention, but i am appalled each time i post a story

because the commenters can be so rude. some commenters are so supportive and tell me that they enjoy

my stories, but others call my writing lazy and insignificant. i welcome constructive criticism!

Emoprepend (grateful): Thank you.

MEED2 (questioning): Do you want to talk about it?

EPIMEED (acknowledging): Your submission was automatically removed because your post had no body.

Title-only posts don’t give users enough information or context to provide support.

EPIMEED+ (acknowledging): Thank you for sharing your story, I’m happy to hear it. I’m glad you’re feeling

better now. I hope it gets better for you. I’m here if you want to talk about it. Let me know what’s going on.

What’s going on?

Ground-truth (furious): It blows my mind how some people do out of their way to be an asshole. Have an

internet hug and don’t stop writing, especially if you enjoy it.

Context:

“I love you” is the most sacred thing you can ever tell someone and like everybody, I imagined falling in

love and saying these words to each other. I guess after hearing it from him, I kinda fell in love with the

idea of being in love and the next thing I know... I was in love. Do people fall out of love like that? I hope I

get over this one day.

Emoprepend (sympathizing): I’m so sorry you’re going through this.

MEED2 (acknowledging): “I love you” and I hope you get over this one day.

EPIMEED (agreeing): I feel the exact same way.

EPIMEED+ (agreeing): I know exactly how you feel. I’m going through the same thing right now. It’s so hard.

You’re not alone. I know what you’re going through. If you need someone to talk to, feel free to message me.

PM me, I’ll be here for you. PM me if you’d like. PM me. I know how you’ll pm me if you need to pm me.

Ground-truth (lonely): They do. My ex just blocked from everywhere one morning without saying anything,

until she returned after 3 months seeking sympathy.

Table 4.4: Some samples of the predicted responses showing EPIMEED+ performs well.
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Context:

I have terrible stress, anxiety and depression. I constantly wish I would just die. I have a therapy appointment

on Tuesday and I want to cancel because I can’t even talk about it. I have so much stress and anxiety that if I

talk about it I think I’ll just explode. Anyone else feel this way?

Emoprepend (sympathizing): I’m sorry you’re feeling this way.

MEED2 (agreeing): Yes, I feel this way too.

EPIMEED (agreeing): I’m right there with you.

EPIMEED+ (agreeing): I’m in the same boat as you. I don’t know what to do about it, but it’s not worth it.

Ground-truth (confident): That’s what they’re there for. Let yourself explode. Tell them exactly what you just

told us. You got this! You’ll feel better after the appointment.

Context:

I’m 21 years old and I cried because of a mistake I made. I accidentally mixed an acid based cleaner and

bleach based cleaner. I was still anxious after hearing that. After the poison control call I was still upset, she

tried to tell me people make mistakes but I responded I’m upset I made a stupid mistake, and she just

groaned and didn’t try to comfort me in any way.

Emoprepend (sympathizing): I’m so sorry you had to go through that. I hope things get better for you soon.

MEED2 (questioning): Why did she try to comfort you in any way?

EPIMEED (questioning): Do you want to talk about it?

EPIMEED+ (questioning): Please don’t do it. Please don’t hurt yourself. What is making you feel this way?

Have you told anyone any of the stuff you’re going through or looked into getting help?

Ground-truth (annoyed): You’re being a crybaby because you almost died. Seriously, don’t worry about being

shook up.

Context:

I turn 19 today. I’m not here to brag, but I think today counts as something special. Today, I woke up and

was happy. Today ain’t very special, but to me, this might be a sign of chance, a glowing light of happiness

that I can reach and finally feel what it is.

Emoprepend (wishing): Happy birthday!

MEED2 (wishing): Happy birthday!

EPIMEED (wishing): Happy birthday!

EPIMEED+ (wishing): Great job! Keep up the good work! Keep your chin up! Keep it up!

Ground-truth (wishing): Happy birthday!

Table 4.5: Some samples of the predicted responses showing EPIMEED+ performs poorly.
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Context:

I’m a worthless pathetic loser. Someone who’s in a far worse off country deserves my life.

Emoprepend (questioning): What country do you live in?

MEED2 (questioning): What country do you live in?

EPIMEED (questioning): Do you want to talk about it?

EPIMEED+ (questioning): What’s going on in your life right now? What is making you feel this way?

Ground-truth (sad): Just because there is someone worse off in another country, doesn’t mean that they

feel ẅorse.̈ You cannot measure sadness, or compare it - your pain is your own and it is completely justified,

no matter what the reason is.

Context:

I would spend hours afraid I would kill myself. It’s now 3 years later. Every day is hard. Every day is a struggle

but I’m trying. Constant headaches burning and nothing helped.

Emoprepend (sympathizing): I’m so sorry you’re going through this. I hope things get better for you soon.

MEED2 (wishing): I wish you the best of luck.

EPIMEED (questioning): What kind of stuff is making you feel this way? You talked to anyone in your life

about any of the stuff you’re going through or looked into getting help? Made any changes in your life lately?

I hope things get better for you.

EPIMEED+ (questioning): What’s making you feel this way? Have you looked into getting help? Made any

changes in your life?

Ground-truth (hopeful): As someone whose been really down because of Acid Reflux, it really made me

feel better that your magically went away. I hope that happens to me too. I hope things are going better!

Life lasts a long time, and the present feels longer when you have to deal with it. But you never know what

good turn is around the bend!

Context:

I feel distanced. I just don’t feel like doing it. I don’t feel like doing anything. I just feel like sleeping or

something. Depressed people do.

Emoprepend (lonely): I just don’t feel like doing it. I don’t feel like doing anything. I just feel like sleeping

or something.

MEED2 (wishing): What kind of stuff is making you feel this way?

EPIMEED (questioning): I’m in the same boat. You’re not alone.

EPIMEED+ (agreeing): I know exactly how you feel. I’m in the same boat. It’s the only thing I’ve ever felt.

I don’t know what you’re going through, but it’s definitely worth it. You’re not alone. I hope you feel better.

Ground-truth (agreeing): Yeah, sometimes exercise can help. Sometimes exercise works great, sometimes

it doesn’t, and sometimes you need a whole combo of that and diet and therapy and meds. Little did I know

that having whacked brain chemicals render things physically impossible for me to do sometimes. Keep

holding on for the little things. I know everything feels pretty hopeless right now, and you know what?

Table 4.6: Some samples of the predicted responses showing EPIMEED+ makes vague responses
difficult for human raters to confirm ratings.
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Chapter 5

Related Work

Dialog systems are always an interesting topic to both machine learning researchers and practi-
tioners. The very first attempt to build such systems can be dated back to the 1960s [20]. Since
then, dialogue systems are either designed to perform specific tasks such as flight booking [51],
healthcare [52], political debate [53], hence termed task-oriented dialogue systems, or to chitchat,
so called chatbots. A task-oriented dialogue system often consists of multiple modules including
language understanding, dialogue state tracking, dialogue policy, and dialogue generation. On
the other hand, chatbots learn to generate dialogs from offline data without any state, action, or
intent involved [54]. The recent progress in deep learning [55] also facilitates the use of end-to-
end solutions to dialogue systems which can be more easily trained to simulate the behavior of
human communication via an access to a large amount of training data. The process of generat-
ing responses conditioned on the existing contexts of a dialogue can be naturally modeled as a
translation process where end-to-end solutions such as the sequence-to-sequence (Seq2Seq)
model [4] have already been proven effective. In particular, what makes the Seq2Seq model shine
is the attention mechanism, revolutionizing the field especially in language translation and
generation. Ever since, more and more studies focus on incorporating the attention mechanism
to their dialog models. For instance, based on the hierarchical encoder-decoder structure from
Serban et al. [56], Xing et al. [57] devised a hierarchical attention mechanism so that the model
could pay attention at both token level and utterance level when generating texts.

With the advent of advanced language models, it is possible to learn the nuanced emotion
exchanges existing in natural language conversations. Specifically, to make dialog systems more
human-like, endowing chatbots with empathy is indispensable. Empathy is the capability of
projecting feelings and ideas of the other party to someone’s knowledge [58]. It plays an important
part in the communication of human beings as it has the potential for enhancing their emotional
bond. As stated in the previous study [59], incorporating empathy into a dialogue system is
vital for improving user experience in human-computer interaction. More importantly, being
empathetic is a necessary step for the dialogue agent to be perceived as a social character by
users [60]. On the whole, building an empathetic dialogue system is then premised on the idea
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that it will result in improved user engagement and more effective communication.

To capture emotion information for guiding response generation, past studies focus on either
pre-defined emotion labels or hand-crafted rules. For example, some existing works [61, 62, 63,
64, 65, 66] propose their neural based models by requiring a manually defined emotion label as
an input to lead the following response. Usually, the number of defined labels is limited, which
may potentially neglect the subtle emotional change. Other studies [67, 68, 69, 13, 70] put forth
a computing strategy to decide the response emotion state. The strategy may be determined
through reversing the speakers’ emotion or maximizing the emotion content based on the
chatting history. Despite helping achieve good performances, such deterministic rules still lack
the confirmation of psychology literature.

Apart from the common approaches, there are some intriguing works applying extraordinary
methods to grasp emotions. For instance, Lubis et al. [71] designed a hierarchical encoder-
decoder architecture by including an emotion encoder. For each utterance, context emotion
state is obtained through the encoded representation of an input dialog sequence. Then, the
generation of the next response is conditioned on the concatenation of the dialog and the emo-
tion contexts. Shin et al. [72] applied the reinforcement learning method whose reward function
provides a higher reward to the generative model if the generated utterance improves the user’s
sentiment. Li et al. [73] adopted an adversarial learning approach by proposing two discrimi-
nators to evaluate if a generated response is empathetic and elicits more positive emotions via
considering the emotion words in the gold response and the subsequent reply.

Referring to real-world application, XiaoIce [74] would be the most well-known example. It
is designed as a social chatbot with an emotional connection to satisfy the human need for
communication and affection. Unlike traditional bots built to mimic human conversations but
to interact with users’ environment, XiaoIce has to interact with the user’s environment and
access real-world knowledge since it integrates IQ and EQ skills required to help address specific
tasks. As a result, it applies the modular structure similar to task-oriented dialogue systems, with
different modules dealing with different tasks. Depending on the availability of training data and
knowledge for each task, either a rule-based method or a data-driven method, or a hybrid of
both is adopted for the task. Since the release in 2014, XiaoIce has been a world-class application
and has communicated with over 660 million users with succeeding in establishing long-term
relationship.

Most previous studies aim at finding and incorporating an appropriate emotion to a dialog model
to make responses conditioned on it. However, empathy is a multi-dimensional idea related
not only emotion but cognition. [75]. The emotion aspect is about the emotional stimulation
to the feeling expressed by a user. By contrast, the cognition aspect more intentionally involves
interpreting the experiences of a user and communicating that understanding to them [76]. In
this work, we target at fulfilling the gap by augmenting the computational expressed empathy
framework [14] to the work of Xie et al. [15]. In the end, our dialog models are able to addressing
both emotional and congnitive aspects of empathy.

37



Chapter 6

Conclusion

In this work, we developed EPIMEED and EPIMEED+, brand new empathetic dialog models
able to learn not only emotion exchanges but cognitive understanding of expressed empathy
within conversations at the more fine-grain level. To achieve this, we take advantage of the
state-of-the-art computational framework EPITOME to augment our models and train them on
our empathetic dialog corpus, RED. Manual inspection of the generated responses unveils that
our models are capable of effectively communicating to speakers with empathy. Additionally, we
further benchmark the utility of EPIMEED and EPIMEED+ using the baselines from the works of
Xie et al. [15] and Rashkin et al. [17]. According to the automatic evaluation, our models indeed
better the baselines in numerous metrics. However, the outcome in the human evaluation turns
out to be slightly opposite. In our finding, we speculate that our models occasionally generate
responses without attending to the context of conversations carefully. Moreover, they may likely
respond with generic statements that are hard for human raters to make decisions. Lastly, we
also observe that short utterances are preferable among human raters in our experiment. As a
result, our generative models still suffer from fully grasping the contexts to accordingly make
responses, even though they have higher tendency to express themselves based on empathy.

As for future work, it is definitely needed to improve the accuracy of the response emotion/intent
predictor, as we see that the predicted emotion/intent may deeply affect the subsequently
generated responses. We can also increase the number of tokens for the input sequence to
our models, since the current models only accept the dialogs within 100 tokens in total. In
this way, we will include more diverse conversations for our models to learn and enhance its
capability. Lastly, it is worth trying out a more large-scale human evaluation. Specifically, our
present experiment merely assigns 200 dialog samples for three AMT workers to judge. As a
result, the total number of human ratings is at most 600. If we have more generated responses
for more human raters to make assessment, the model performance could be more accurate
because of the less biased evaluation result.
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Appendix A

Optional Reading

A.1 The Cleaning Procedure for the RED Dialogs

As the behavior of our trained models highly relies on the data we use, we must do some pre-
processing to remove the unnecessary parts. To attain this, we further clean the dataset with the
following steps:

• Remove the duplicate turns under the the same conversation IDs.

• Remove the irrelevant tags such as HTML, URL, or any other meaningless marks appeared
in browsers.

• Remove usernames and subreddit names.

• Remove the texts inside any squared bracket.

• Remove the bots’ generated text starting with "I’m a bot...".

• Remove utterances in a dialog with the total length greater than 100 tokens.

• Remove the toxic words or toxic sentences of listener turns if the detecting probability is
greater than 0.95.

Lastly, whenever we remove a dialog turn, we also discard all the following turns in the same
dialog.

45



A.2 More Sample Responses

Table A.1 and A.2 lists some more examples of the generated responses performing well and
poorly separately indicated in human evaluation. Besides, Table A.3 points out the solid examples
where EPIMEED+ may potentially generate generic responses making human raters indecisive
to verify their quality.
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Context:

Some background: My cat Archie likes to play with those hard colored gum balls almost exclusively. It’s helped

us grow considerably. It’s given us tools to work through bad habits taught to us by our parents and helped us

avoid the toxic pitfalls that we might have made through our insecurities. To my husband, I love you.

Emoprepend (sympathizing): I’m so sorry for your loss.

MEED2 (acknowledging): That’s a good idea.

EPIMEED (acknowledging): That’s awesome! I’m glad you’re still with us!

EPIMEED+ (acknowledging): I’m glad you’re still with us. You’re not alone. We’re here if you want to talk, we’re

all here for you. Keep it up, it’s worth it.

Ground-truth (trusting): It’s all about perspective. I tell myself this all the time. Life is hard but it sure is better

to go through it with someone by your side, faults and all.

Context:

School is almost over. Things still haven’t fixed with my best friend. I want to talk to her about it but I fear it’ll

just make my situation worse than it already is. We talk here and there.. but it was nothing compared to how

our relationship was before. I have only Monday to make it right, then it’s Finals and summer; no chance

after Monday.

Emoprepend (sympathizing): I’m so sorry you’re going through this. I hope things get better for you soon.

MEED2 (questioning): How long have you been together?

EPIMEED (questioning): Do you want to talk about it?

EPIMEED+ (questioning): Wanna talk about it? I’m here if you want to talk about it. I’m here to listen if you

need someone to talk to. I don’t know what you’re going through, but I’m glad you’re still here. You’re not alone.

Ground-truth (hopeful): Think about it this way, what chances do you have after Monday? None like you said.

Don’t be afraid, just say what you need to say.

Context:

My cat died today, and I can’t get it out of my mind. I keep think of him running on a sunny hill but that only

makes me cry more. I got to hold him as he was being put down. I felt the life drain from his body. RIP Banx

Emoprepend (sympathizing): I’m so sorry for your loss.

MEED2 (sympathizing): I’m so sorry for your loss.

EPIMEED (sympathizing): I’m so sorry for your loss.

EPIMEED+ (sympathizing): I’m so sorry for what you’re going through. I’ve been feeling this way for a while.

I hope you’ll be able to reach out to someone who’s going through something similar to you’s making you feel

this way? Have you looked into getting help?

Ground-truth (faithful): When a pet or a love one dies I look up to sky and find a orange star... Why? Well,

because I like to believe that the new Star is their soul and that it’s watching me from above.

Table A.1: More samples of the generated responses showing EPIMEED+ performs well.
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Context:

- I look forward to this time, everyday. First I message her to wish her good morning and then I slowly

touch myself. I keep touching myself until I ejaculate or until she comes back from the bathroom. She has

no idea that I’m only staying to give my son a family. She cooks well though.

- So overwhelming, no support from anyone. I can’t fucking take it anymore.

- Wuht?

Emoprepend (caring): I’m here for you if you need someone to talk to.

MEED2 (questioning): If you don’t mind me asking, why do you think you can’t take it anymore?

EPIMEED (questioning): Don’t do it.

EPIMEED+ (questioning): How? How?

Ground-truth (suggesting): Try vitamins B6 and B12. It will help you with your problem.

Context:

i see everyone else with nice things. I’m 34yrs old with no assets, income or potential career path. my life

is over.

Emoprepend (sympathizing): I’m sorry you’re going through this. I hope things get better for you soon.

MEED2 (questioning): I see everyone else with nice things. My life is over. my life is over.

EPIMEED (agreeing): Me too.

EPIMEED+ (agreeing): I’m in the same boat as you. I’ve been in the same position as you’re not alone in

this way. It’s like you’s the only thing that’s making you feel this way. I don’t know what’s going through.

You’re right, it’s hard to talk to people’s way too much you can’t. I know what you

Ground-truth (jealous): I’m 32 and on the verge of falling into your situation. I live paycheck to paycheck,

have a great salary, but most of it goes to credit cards. It’s hard, watching everyone I know around my age

in better places, financially speaking. It’s bad enough comparing myself using other ridiculous measures

of worth, but the money thing really messes with my head.

Context:

my old phone hadn’t ever cracked, i got my new phone and within the first day shattered it. i need to be

cheered up :(

Emoprepend (sympathizing): I’m so sorry you’re going through this. I hope things get better for you soon.

MEED2 (questioning): What happened to your phone and within the first day of the first day ruined it?

EPIMEED (wishing): Congrats! I’m so happy for you!

EPIMEED+ (wishing): I’m glad you’re still here

Ground-truth (questioning): Warranty?

Table A.2: More samples of the generated responses showing EPIMEED+ performs poorly.
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Context:

I was alone all day. I feel alone every day though. I saw people interact with each other all day. Sometimes I

can go months without contacting old friends. I can’t cry though.

Emoprepend (sympathizing): I’m so sorry you’re going through this. I hope things get better for you soon.

MEED2 (questioning): Do you want to talk about it?

EPIMEED (agreeing): I’m in the same boat. You’re not alone.

EPIMEED+ (agreeing): I know exactly how you feel. I’m in the same boat as you. You’re not alone. I don’t

know what you’re going through, but that’s what I’ve done. It’s not worth it, but it’s worth it.

Ground-truth (suggesting): Pm me where you at. I’m on break too. If we’re close we can go get cupcakes

or chipotle while we ride the public transport :D

Context:

ugh and honestly maybe I’m not even bisexual maybe I’m just touch-starved and really lonely because I

haven’t had a relationship in a long time.

Emoprepend (questioning): Why haven’t you had a relationship in a long time?

MEED2 (questioning): Why not just touch-starved and really lonely because I haven’t had a relationship in

a long time?

EPIMEED (questioning): Do you want to talk about it?

EPIMEED+ (questioning): I don’t know what you’re going through, but I’m glad you’re still here. You’re not

alone, but you’re not alone. What’s going to happen?

Ground-truth (grateful): Hello fellow bisexual :) I’ve found that it’s a difficult landscape to navigate

because sometimes I’m not g̈ay enoughf̈or the LGBTQA community (and have found a ton of backlash

with lesbians) but not s̈traight enoughf̈or straight people (and have received lots of biphobia with both

men and women there). Finally found an LGBTQA choir that has been really accepting of me. Biphobia and

bi-erasure is a very real thing.

Context:

For several years, I have been feeling mildly depressed at times and I kinda just kept to myself thinking I

was having bad days. It got worse when I found out some bad news from my family over the Christmas break.

It’s harder to shake off this feeling. After some long talks with family members and my girlfriend, I have

finally decided to go to a counselor. Wish me luck!

Emoprepend (wishing): Good luck!

MEED2 (wishing): Good luck!

EPIMEED (wishing): Good luck!

EPIMEED+ (wishing): I’m glad you’re still here! Keep it up! Keep up the good work! Keep your chin up!

Ground-truth (encouraging): sending u all the good vibes i’ve got bud! I hope it goes well :)

Table A.3: More samples of the generated responses showing EPIMEED+ makes ambiguous
responses difficult for human raters to confirm ratings.
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