Conditional Variational Autoencoders for Emotionally-aware Chatbot Based on Transformer

Zhechen Su, Yubo Xie
École Polytechnique Fédérale de Lausanne
Lansanne, Switzerland
{zhechen.su, yubo.xie}@epfl.ch

Abstract—Rising demand for artificial intelligence-powered chatbots with sentiment analysis is creating new growth opportunities for numerous areas. Thus, building empathetic natural language processing agents becomes an interdisciplinary field of natural language processing. Some researchers presented the seq2seq model to make responses more emotional, while others tried the generative model for more variation. However, it is arduous to control the emotion and sentiment of generated sentences. In this paper, we focus on the need for the variational empathetic chatbot. The model combines the plain Transformer chatbot model and Conditional Variational Autoencoders (CVAE). With the help of neural emotional classifiers and pre-trained weights from RoBERTa, our model achieves the best score in automatic and human evaluation. Experimentally, we show in the quantitative and qualitative analyses that the proposed models can successfully generate high-quality abstractive conversation responses following designated emotions.

I. INTRODUCTION

In recent years, conversational agents or dialogue systems development are gaining more attention from both industry and academia [5]. Chatbot or multi-turn textual conversational model is a crucial research direction of dialogue systems, and it can conduct communication with a human by using natural language processing skills. One of the standard strategies to build agents is using simple rule-based approaches [1], [14]. With the development of machine learning techniques, more complex neural network models like sequence-to-sequence model [12], reinforcement model [15] were presented and got the outstanding performance.

Nowadays, textual conversational agents are used in many areas of our life. Apart from accomplishing tasks with specific domains like customer services and shopping assistance, the agents can also act as conversational partners. One challenging problem that arises in this domain is how to provide users with better engagement, which leads to higher satisfaction. In other words, the main development focus of building chatbots is to have a humanizing machine that has a better user-engagement when communicating with humans [6]. Some works were proposed to improve chatbot’s user-engagement, such as building a context-aware chatbot [16] and injecting personality into the machine [19]. Other works also try to incorporate affective computing to build emotionally-aware chatbots [7], [13], [22].

Most of the recent emotionally-aware chatbots were built by using an encoder-decoder architecture with sequence-to-sequence model. Some studies also tried to model this task as a reinforcement learning task [10], in order to get more generic responses and let the chatbot able to achieve long-term conversation. However, few studies have yielded dialogues with emotions and diversity.

To make chatbots’ responses more diverse and sentimental, we propose a new model named CVAE-Transformer. This model enjoys the advantage of Conditional Variational Autoencoders (Conditional VAE) [4], which can produce different but coherent responses under the same context. Also, replacing traditional encoders and decoder by pre-trained model - RoBERTa [11] enables the model to detect more subtle linguistic information, and deliver reliable performance. Then, we conducted a human evaluation to assess the quality of the generated emotional text. The results suggest that our method is capable of generating state-of-the-art emotional text at scale.

The main contributions of this work are as follows:

- The model explicitly inject emotion into responses. Furthermore, our trained emotion classifier shows that this injection mechanism performs well.
- Thanks to the attribution of Conditional VAE, our model enjoys significantly greater diversity than traditional seq2seq models.
- We apply several state-of-the-art generative models to train an emotional response generation system, and analysis confirms that our models deliver strong performance.

In the next section, we outline related work on building emotionally engaging chatbots, as well as neural generative models. Then, we will introduce the emotional dataset we use and explain why we use it. Next, we will describe the neural models we applied for the task. Finally, we will show automatic evaluation and human evaluation results, and some generated examples.

II. RELATED WORKS

Recently, many of emotionally engaging chatbots are built by encoder-decoder architecture with sequence-to-sequence learning. Through maximizing the likelihood of response, these seq2seq learning models are trained to incorporate rich data and generate an appropriate answer. Underlying seq2seq architecture is composed of two recurrent neural networks (RNNs), one as an encoder processing the input and one as a decoder generating the response. Long short term memory (LSTM) or gated recurrent unit (GRU) was the most dominant variant of RNNs, which used to learn the conversational
dataset in these models. Zhong et al. [21] extended the seq2seq model and imported the Attention mechanism. This mechanism enables the decoder to focus only on some significant parts in the input at every decoding step. Li’s group [10] implemented a reinforcement learning approach to solve this task in order to get more universal responses and let the chatbot able to achieve long-term conversation.

In dialog generation, our work is in line with the recent progress of the application of Variational Autoencoder (VAE) [9]. The encoder of VAE represents textual input as a probability distribution, and then samples from the distribution to generate responses. Nevertheless, the original frameworks do not support end-to-end generation. In order to have condition options for results, Conditional VAE (CVAE) [4] has additional information in the training distribution process. Zhao’s research in dialog generation [20] shows that dialog generated by VAE models enjoy significantly higher diversity than traditional seq2seq models, which is a preferable property toward building true-to-life dialog agents.

MojiTalk was introduced by Zhou et al. [23] in 2017, which is based on Conditional VAE and got impressive results. They trained the model by Twitter data labeled with emojis naturally. Being inspired by their work, we also use Conditional VAE when building a chatbot. To improve the model’s linguistic comprehension capacity, a pre-trained transformer [11] replaces encoders and decoders of Conditional VAE.

III. DATASET

Like other artificial intelligent agents, building chatbot also needs a dataset to produce a meaningful conversation as a human-like agent. Therefore, some studies proposed datasets that contain textual conversation annotated by different emotion categories. To make our model performs appropriately, we choose EMPATHETICDIALOGUES [13] being our dataset. This novel dataset contains 25k conversations conducted by 810 different participants. Particularly, this dataset including three parts, namely context, emotional labels, and prompts. The speaker and listener generate prompts under a given context and its emotion. We employ emotional labels and context texts to facilitate training and evaluate the textual conversational system. We take the predicted response’s emotion as a condition of the CVAE-Transformer model and textual contents as one of the inputs of the model. Comparing to other datasets like Twitter conversation [7], EMPATHETICDIALOGUES provides more reliability and precision because it is generated manually. This dataset offers more balanced coverage of emotions than would appear in public social media content.

IV. OUR APPROACH

Our model, CVAE-Transformer, is adapted by Transformer and Conditional VAE. In this section, we will give a precise problem formulation of emotionally engaging chatbots at first. Then, our Transformer and Conditional VAE will be introduced from components to hierarchical structure independently. Finally, we will describe the method to combine two models as well as our emotion classifier, which provides emotional condition inputs.

A. Problem Formulation

The emotional response task can be formulated as follows: given a context $X$ consisting of several previous utterances, the model should generate a response $y$ by maximizing the probability distribution $p(y|X)$ from a data set

$$D = \{(X^{(i)}, y^{(i)}, e^{(i)})\}_{i=1}^{N}$$

where $N$ is the number of context-response pairs, $X^{(i)} = (x_1^{(i)}, x_2^{(i)}, \ldots, x_{m_i}^{(i)})$ is a sequence of utterances, and $y^{(i)} = (y_1^{(i)}, y_2^{(i)}, \ldots, y_{T_i}^{(i)})$ is response with $T_i$ words, $e^{(i)}$ is the emotion condition predicted from $X^{(i)}$.

B. Our Transformer

Transformer plays a crucial part in our model. We choose RoBERTA [11], an enhanced pre-trained model using Transformer [17]. Like most seq2seq models, the structure of the transformer is also composed of an encoder and a decoder. Besides, the model includes a stack of multi-head attention layers and point-wise, fully connected feed-forward networks for the encoder and the decoder. Using techniques like Attention, Transformer acquires a strong capability to understand inputs and apply the formation to many NLP areas.

1) Input Representation: Our input representation is different from the original Transformer since the input text in our task is not continuous. We use a similar approach proposed in BERT [3], where the input representation of a given word is constructed by concatenating the word, segment and position embeddings:

$$IR_{w^i} = WE_{w^i} + SE_i \oplus PE_j$$

where $IR_{w^i}$ is the input representation of $j$-th word in $i$-th sentence, $WE_{w^i}$ is the word embedding of $w^i$, $SE_i$ is the segment embedding of $i$-th sentence and $PE_j$ is the position embedding of $j$-th word. For convenience, we denote the packages of a set of input representations for encoder and decoder as $IR_E$ and $IR_D$ respectively. Transformer takes advantage of the positional embedding to encode order within a conversation.

2) Encoder: Encoder is composed of $N$ identical layers which is shown in Fig 1. Each Layer consists of two sublayers, namely a multi-head self-attention mechanism and a fully connected feed-forward network. Each of these sub-layers adds a residual connection and normalisation. The output of the sub-layer can be expressed as:

$$SubLayerOutput = LayerNorm(z + (SubLayer(x)))$$

The two kinds of SubLayers are introduced below:

- Multi-head Attention: The multi-head attention mechanism computes attention weights, i.e., a softmax distribution, for each word within a sentence, including the word
Encoder
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while encoder-decoder attention performs attention between previous predictions, masked one position by one position decoder attention. The decoder self-attention attends on the position sub-layers: 1) a decoder self-attention and 2) encoder-difference between them is decoder has two multi-head attention sub-layers. Each encoder layer takes as input the output of the previous encoder, stacking $N$ layer, allowing it to attend to all positions of the previous layer.

The decoder has a similar architecture as the encoder, stacking $N$ identical layers of multi-head attention with feed-forward networks. From Fig 2, we can see that the difference between them is decoder has two multi-head attention sub-layers: 1) a decoder self-attention and 2) encoder-decoder attention. The decoder self-attention attends on the previous predictions, masked one position by one position while encoder-decoder attention performs attention between the final encoder representation and the decoder representation.

### 3. Conditional VAE

Conditional Variational Autoencoder (CVAE) also makes use of encoder-decoder structures. Besides encoders and decoders, CVAE also has a recognition network and a prior network to represent sentences as distribution. Then the model takes a sample from generated distribution each time and decodes the sample to prediction. Mathematically, CVAE is trained by maximizing a variational lower bound on the conditional likelihood of $X$ given $c$, according to:

$$p(X|c) = \int p(X|z,c)p(z|c)dz$$

where $X$ represents the encoded response, $c$ is the condition: $c = \text{Emb}(v_c) \oplus \text{Enc}(v_{inp})$ and $z$ is a latent variable capturing the distribution of responses.

We use networks to capture distribution. $p_P(z|c)$ represents prior network distribution, which is trained to approach prior $p(z|c)$. $q_R(z|X,c)$ represents recognition network distribution, which is trained to approach true posterior $p(z|X,c)$. In addition, decoder is used to approximate $p(X|z,c)$. By assuming that the latent variable $z$ has a multivariate Gaussian distribution with a diagonal covariance matrix, the lower bound to log $p(x|c)$ can be written by:

$$-\mathcal{L}(\theta_D, \theta_P, \theta_R; X, c) = \text{KL}(q_R(z|X,c)||p_P(z|c))$$

$$-\mathbb{E}_{q_R}(z|X,c) (\log p_D(X|z,c))$$

where $\theta_D, \theta_P, \theta_R$ are parameters of Decoder, Prior network and Recognition network respectively. And $D_{KL}([|])$ denotes KL-divergence.

Through minimizing KL-divergence between prior network and recognition network, the model has the ability to make similar prediction from samples of two distribution. Specially, during testing, the recognition network is absent, and we sample from prior network.

---

**Fig. 1:** The structure of Transformer Encoder

**Fig. 2:** The structure of Transformer Decoder
D. CVAE-Transformer

As shown in Fig 3, our CVAE-Transformer inherits the encoder and decoder of the Transformer as well as the same attention mechanism. Upon the Transformer, CVAE-Transformer also utilizes latent variables, \( z \) in our case, for learning the distribution of coherent responses conditioned on given emotions. Then, based on the attention memory, condition, and latent variables, a response is finally generated from the decoder. This kind of structure makes our model achieved better than previous works of CV AE on textual data.

![Fig. 3: The structure of CVAE-Transformer](image)

The model takes context (the concatenation of previous utterances), response, and \( v_e \) as inputs. Response and context are embedded as Transformer’s input and sent to their encoder. \( v_e \), the emotional condition, is the predicted result of pre-trained classifiers given context information. We train the emotional classifier by situation descriptions and their emotion labels in EMPATHETICDIALOGUES. The model can reach an accuracy of 58.6% at last. By providing a true response to the emotion classifier, we can get a 32-dimension vector \( v_e \) to denote emotional probability distribution, or condition in our case. Then, after one-hot representation and embedding, the vector is concatenated with output of context Transformer encoder and sent to Multi-head Attention layer. The motivation of Multi-head Attention layer is to filter out unnecessary information and decrease vector dimensions, so that the training process is accelerated. Using the outputs of Attention layers, Prior Network and Recognition Network is capable of approaching probability distribution through an MLP to get mean and log variance of \( z' \)'s (\( z' \)'s) distribution. After that, we run a reparameterization trick [8] to sample latent variables. The variables concatenating with the input of Prior Network are passed to Transformer decoder. Finally, we employ the beam search algorithm [18] for the optimal response with dictionary probability. Especially, while during testing, the target response is absent, and \( z \) by the prior network is passed to the decoder.

\[
\mathcal{L}' = \mathcal{L} + \mathcal{L}_{KL} + \mathcal{L}_{bow}
\]  

The equation is the loss function we use to train CVAE-Transformer model. \( \mathcal{L} \) is the reconstruction loss, known as the mean-squared error or cross-entropy between the actual response and prediction. \( \mathcal{L}_{KL} \) is the KL-divergence loss between \( z \) and \( z' \). When processing text data, the VAE models with recurrent neural networks may first learn to ignore the latent variable, and explain the data with the more easily optimized decoder [2]. Thus, the latent variables lose their functionality. In order to alleviate this problem and keep a balance between KL loss and reconstruction loss, we use techniques of KL annealing, early stopping [2] and bag-of-word loss \( \mathcal{L}_{bow} \) [20].

V. EXPERIMENTS AND RESULTS

In this section, we first analyze the overall results of our models, including perplexity, loss, and emotion accuracy. Then we take a closer look at the generation quality as well as our models’ capability of expressing emotion.

A. Settings

We split the conversations into approximately 80% train, 10% validation, and 10% test partitions. In other words, the model learns from 19533 conversations, and we have 2523 conversations as test set. For each conversation, we concatenate all utterances except the last response as context, whereas the last response is the ground truth.

For hyper-parameters, we assign each Transformer encoder and decoder 6 layers. We embed the emotion vector to 768 dimensions, which is identical to the model dimension of RoBERTa. The size of the latent variables is 128. MLPs in recognition/prior network are 3 layered with \( \tanh \) activation function. The model is trained for 40000 steps of 32 batch size.

B. Baselines

We compare our models with the following baselines:

Plain Transformer: The original Transformer [17] is compared. The model contains Transformer encoder and decoder only. The same input representation as our model is fed to the encoder.

MEED: The model is presented by Yubo Xie base on Transformer. MEED is a multi-task model, which training the

<table>
<thead>
<tr>
<th>Model</th>
<th>Perplexity</th>
<th>Emotion Accuracy (Top1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain Transformer</td>
<td>8.0</td>
<td>12.3%</td>
</tr>
<tr>
<td>MEED</td>
<td>6.2</td>
<td>11.1%</td>
</tr>
<tr>
<td>CVAE-Transformer</td>
<td><strong>6.1</strong></td>
<td><strong>58.8%</strong></td>
</tr>
</tbody>
</table>

TABLE I: Generation perplexity and emoji accuracy (Top 1) of the three models.
1. Context
- I hate when I fart in public it is so embarrassing
- You’re unable to hold them in?
- I can hold them but some of them are just accidental and it is the worst, depends on what I eat haha

<table>
<thead>
<tr>
<th>Model</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain Transformer</td>
<td>Oh, I’m sorry to hear that.</td>
</tr>
<tr>
<td>MEED</td>
<td>How many times have you had this happen?</td>
</tr>
<tr>
<td>CVAE</td>
<td>I know how that feels.</td>
</tr>
<tr>
<td>GroundTruth</td>
<td>I’m sorry, that must be pretty rough on you!</td>
</tr>
</tbody>
</table>

2. Context
- When my daughter was born doctors said she wouldn’t ever go to school and basically be mentally handicapped.
- And how is she doing now
- She is a normal A-B student and just started 8th grade

<table>
<thead>
<tr>
<th>Model</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain Transformer</td>
<td>I am sure she will be fine</td>
</tr>
<tr>
<td>MEED</td>
<td>That is a tough situation to be in.</td>
</tr>
<tr>
<td>CVAE</td>
<td>That is great to hear. You must be very proud of her.</td>
</tr>
<tr>
<td>GroundTruth</td>
<td>That is awesome. Sometimes a second opinion is all you need</td>
</tr>
</tbody>
</table>

3. Context
- My children are getting old. They are starting to spread the wings. So, I would have to let go and let them fly.
- That can’t be easy. How old are your children? Sometimes I wish we could keep our kids small forever!
- I have 23, 20, 17 and 14. They are doing stuff that I question but I don’t want them to not tell me stuff.

<table>
<thead>
<tr>
<th>Model</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain Transformer</td>
<td>I’m sorry you have to deal with that. I’m sorry you have to deal with that.</td>
</tr>
<tr>
<td>MEED</td>
<td>I’m sorry you have to deal with that.</td>
</tr>
<tr>
<td>CVAE</td>
<td>Aw, that’s so sad. I’m sorry you’re having to go through that.</td>
</tr>
<tr>
<td>GroundTruth</td>
<td>Yeah you want them to learn, but it’s definitely hard to see them doing things that you might not agree with.</td>
</tr>
</tbody>
</table>

Transformer encoder not only as encoder itself, but also as an emotion predictor. Using a softmax layer, the model generates a response emotion, and passes the vector to decoder.

C. General Results
After training 20 epochs, the KL loss is converged to 0.0125, Bag of Words loss is 5.24, and reconstruction loss is 2.07. The losses prove that the models managed a balance between the two items of loss, and it confirms that they have successfully learned a meaningful latent variable.

Table 1 gives the perplexity scores of three models and TOP 1 emotion accuracy on the test set. As shown in the table, CVAE-Transformer reaches the best perplexity and significantly increases the emoji accuracy over baseline models. These results confirm that proposed methods are effective toward the generation of emotional responses.

To evaluate the quality of generated prediction, we choose perplexity, a popular metric for language model. Perplexity indicates how much difference the generated response comparing to ground truth. The lower perplexity score indicates that the model has a higher capability of predicting the target sentence. Although our model surpasses others, the score is not strong evidence for the model’s ability. On the one hand, the scores’ differences between models are tiny, and any factors like initialization and training duration could affect the results. On the other hand, the task is for dialogue, and it is known that a conversation has various proper responses. Thus, the score is not convincing due to lacking golden standards.

The other goal of our model is emotional injection. According to results, the emotion accuracy of MEED is close to Plain Transformer. In other words, MEED hardly uses emotional information, although it holds emotional input. Surprisingly, due to the properties of CVAE, the accuracy of our model reaches 58.8%, which shows the emotion is embedded successfully. Additionally, we can control the emotion of responses explicitly, but we still use the emotion vector from classifier directly instead of assigning by ourselves. The reason is the models must have a similar emotion vector for models, or we cannot compare their results because of different precondition. As the meaning of different emotions may overlap, it is good to try multi-emotion condition instead of one hot in the future.
And the machine may learn that similarity and give multiple possible labels as the answer.

VI. CASE STUDY

We take some generated responses from Plain Transformer, MEED, and CVAE-Transformer, and list these samples in Table II. From the cases, we find that more coherent and reasonable responses are generated from CVAE-Transformer, which confirms the high score. However, compared with GroundTruth, which is written by a human, our model still has some drawbacks about informativeness and coherence.

From these three examples, Plain Transformer always generates responses starting with “I am”, one of the most frequent expressions in the corpus. This fact indicates that the model tends to choose the safest answer and form a predictable pattern without emotional instruction. Moreover, due to the decoding method, Plain Transformer is unstable and has a problem of duplication as Example 3. For MEED, emotional injection and optimized structure enable the model to generate more diverse sentences than baselines. However, as shown in Example 1, MEED’s response is embarrassing and hard to be accepted. The fact means emotional information does not engage, and its coherence should be improved.

Comparing to two other models, CVAE-Transformer makes the most human-like and natural predictions, which is in line with previous quantitative analysis. In Example 3, we can see that our model can use an informal expression like “Aw” and produce a longer answer instead of duplication. These features make the model performs best in these models. Nevertheless, there still are some parts to be improved. As a listener, the model might be good at generating responses to the last sentences, but they do not provide or ask for new information to help the conversation continue.

VII. HUMAN EVALUATION

We find four volunteers who are willing to taking the survey, which aims at evaluating CVAE-Transformer’s performers. The survey includes 50 random cases choosing from test set. In each case, there are context and responses generated from 3 models: Plain Transformer, MEED, and CVAE-Transformer. Plus, Ground Truth is added in order to indicate the upper bound. All responses are anonymous and random ordered to promise fairness and correctness of the survey. For each response, the volunteer is asked to assign a review mapping to integral score from -2 to 2. In this way, the average score for 50 cases ranges from -100 to 100, corresponding to the model’s predictions. For each response, we take the average score of volunteers as the final score.

Table III describes statistic results of the survey. Ground Truth from human gets the highest score of 38. This score can be interpreted as the best performance chatbots could reach. Our model, CVAE-Transformer, outperforms the baseline models, and it achieves 1.25 of average and 4.60 of standard deviation. The results indicate that our model can generate more coherence and reasonable responses than baselines. Also, it is more stable and more possible to generate acceptable predictions than others.

We also plot the score distribution in Fig 4 to capture the features of models. In the plot, the x-axis is the categorical score of predictions, and the y-axis is the number of times the model got that score. Overall, models tend to generate extreme responses making lines’ heads higher than middle parts. Also, at x=2, we can find Plain Transformer performs best among baseline models. However, considering other scores, Plain Transformer is unstable: it makes many best predictions and worst predictions. CVAE-Transformer and MEED are of a similar wavy line. Nevertheless, CVAE-Transformer would more like to take a chance and get more extreme scores.

Moreover, we multiply the x-axis score and the number for models to form a weighted score. The result is shown in Fig 5. From the plot, we find that the weighted score of Plain Transformer is higher than baseline models. This result shows that our model is more stable and has a lower risk of producing extreme predictions.
each model. The higher results mult are, the better responses the model can make. Through the mult, we can track how many each category (x-axis) contributes to average, as well as identify models’ advantages. As shown in Fig 5, GroundTruth achieves best at -2, -1, 2, and performs much better than others. All other models are nearly the same when score below 0. And in positive part, Plain is unstable and sometimes makes a good guess. MEED and CVAE-Transformer are linear, and CVAE-T has better results at 2.

Comparing to the average score of GroundTruth, the difference between three is subtle. In other words, building chatbots still has a long way to go.

VIII. CONCLUSION AND FUTURE WORK

In this report, we investigate the possibility of using manual annotated emotional data for building emotionally engaged chatbots. We applied Transformer, Conditional Variational Autoencoders, as well as other techniques to build a prediction generation system that is capable of giving diverse and reasonable responses by the supervision of emotion. With the help of an emotion classifier trained by the same data set, we can provide expected emotion as a condition to the model and generated responses to evaluate the emotion accuracy. Also, we performed automatic and human evaluations to understand the quality of the generated predictions. Experimentally, the results show that our model can generate high-quality emotional responses. Our work provides a new method to build intelligent dialogue agents.

For future work, we are looking forward to import reinforcement learning to this kind of probability-based multi-turn dialog model. We can model speakers as agents with an attribution like persona and emotion. The states of agents will transfer along with the conversation. In that way, the model is capable of simulating real dialogue processing, and the agents’ emotions can change dynamically.
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