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Abstract—Many people suffer from emotional distress due to
many reasons, such as significant life change, financial crisis,
or various physical and mental health conditions. Inability to
regulate emotion can potentially lead to self-destructive behavior
such as substance abuse, self-harm, or suicide. Even though many
helplines and therapeutic consultations are available to assist such
people in distress, most people do not reach for help due to the
public and personal stigma associated with mental health. Even
therapeutic consultations are limited and are not available 24/7
to support people going through a traumatic episode. Therefore,
it is important to assess the ability of AI-driven chatbots to
help people deal with emotional distress. One of the significant
limitations in developing such a chatbot is the lack of a large,
curated dialogue dataset containing emotional support. This work
curates a dataset containing two million emotional dialogues from
Reddit and analyzes it at the lexical, sentiment, and emotional
level. In this paper, we outline the data selection and curation
process and the important observations made related to sentiment
and emotion in speaker and listener turns of the resulting dataset.
This dataset is expected to help build future chatbots that could
offer emotional support for people in distress.

Index Terms—Emotional support, Web crawling, Natural lan-
guage processing

I. INTRODUCTION

According to World Health Organization research, it is
estimated that mental distress affect 29% of people in their
lifetime [1]. Globally, mental health issues have been consid-
ered one of the most common causes of disability [2]. Despite
the availability of mental health services, people hesitate to
reach them because of the public stigma associated with
mental health. Even worse, there is a severe shortage of
mental health workers [3]. Due to the lack of resources, it is
challenging to offer interventions using one-to-one traditional
therapeutic methods. Accordingly, insufficient services have
facilitated the utilization of technology to meet the needs of
people suffering from mental distress. One of the technological
solutions is the chatbot, a system capable of conversing and
interacting with human users using spoken languages.

Through recent years, chatbots have become popular in
the natural language processing community. Recent advances
show that deep neural networks can be effectively applied to
the development of task-oriented and open-domain conversa-
tional systems [4], [5], [6]. Nowadays, most existing systems
can generate appropriate responses from the syntactic and
contextual points of view. However, one of the challenges
is identifying emotions from the conversational human coun-
terpart and making a suitable response correspondingly. One

reason behind it is the inadequacy of a curated conversational
datasets consisting empathetic responses.

Within the last few years, building emotion-labelled datasets
for the purpose of developing dialogue systems that generate
emotion-aware and empathetic responses has gained much
research interest. For instance, Chen et al., (2018) introduced
EmotionLines [7], a dataset containing 2K dialogues, in which
each utterance is manually annotated with an emotion label.
One of seven emotions, six Ekman’s basic emotions [8]
plus the neutral emotion, is used to annotate each utterance.
Another realization comes from EmoContext [9], published by
A. Chatterjee et al.. This dataset consists of 30K conversations
annotated with one of four emotion labels: Happy; Sad;
Angry; and Others. Though these datasets are well designed
using the interaction between human users and chatbots, their
shortcomings still pose several problems to build a useful
chatbot with empathy. First, none of these can be used for
emotional reasoning as they lack the necessary annotation
details required for the reasoning task. Specifically, in the
EmoContext dataset, an emotion label is assigned to only
the last utterance of each conversation. Second, the datasets
are annotated with coarse-grained emotions and often contain
a label ‘Neutral’ or ‘Others’, which introduces vagueness.
Third, the datasets are often limited in size, which makes them
difficult to be used in training neural chatbots.

Rashkin et al., (2019) proposed EmpatheticDialogues [10],
a novel dataset containing 25K dialogues grounded in emo-
tional situations. Expressly, each conversation is comprised of
communication between a speaker and a listener, where the
speaker initiates the dialogue by giving a setting according
to a given emotion label and the listener responds based on
the underlying situation. The authors consider 32 emotion
labels, with a single label given in each dialogue for mak-
ing a situation strongly related to one particular emotional
experience. Welivita and Pu (2020) extend the above dataset
by annotating each utterance with 32 emotions and additional
9 empathetic response intents [11]. Nevertheless, the limited
size of the EmpatheticDialogues dataset is not enough to
train a robust chatbot that can deal with different emotional
situations. Thus to fill the above gap, in this project, we
build a larger curated dialogue dataset, named RED (Reddit
Emotional Distress) containing emotional support for people
in acute distress. In addition, we present our detailed analysis
on our proposed dataset to evaluate the empathetic dialogue
characteristics between speakers and listeners. The ultimate
goal of this dataset is to be utilized for training a robust
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conversational agent that can recognize human feelings and
offer emotional support consistently.

Our data curation pipeline contains 4 main stages (see
Figure 1):

1) Web Scraping: To develop a conversational dataset for
training a chatbot, first and foremost we need to collect the
relevant data. In this stage, we select and scrape the text data
from several empathy-related subreddits in Reddit.

2) Extract Conversations: The conversations among dif-
ferent Reddit users can be either dyadic or multiparty. If a
conversation is dyadic, it is communication between a speaker
and a listener. On the other hand, a multiparty dialogue is
inclusive of a speaker and multiple listeners. In this stage,
we build both dyadic and multiparty conversations out of the
scraped Reddit conversational threads.

3) Preprocessing: In this stage, we clean the extracted
conversations by removing HTML tags, URLs and numbers.
Since our goal is to develop a dialogue dataset containing
empathetic responses, we also detect and remove the listener
utterances containing profane words from the dataset.

4) Exploratory Data Analysis (EDA): After distilling the
raw data, in this state, we conduct an analysis to find out
the descriptive statistics about the curated data. In addition,
sentiment analysis and emotion prediction are utilized to
observe sentiment and emotion distribution among speakers
and listeners.

Fig. 1: Data Curation Pipeline

In the following sections, we describe the above steps in
detail and present our observations related to exploratory data
analysis. The main contributions of this paper are two-fold: 1)
we curate a dialogue dataset containing two million dialogues
out of Reddit conversational threads. These dialogues express
emotional distress and how listeners offer emotional support
for those in distress; 2) we thoroughly analyze the sentiment
and emotional characteristics of the speaker and listener turns
in this dataset and present our observations so that they can be
useful in the design and development of empathetic chatbots
that can offer emotional support to people in distress.

II. LITERATURE REVIEW

A number of dialogue datasets were previously constructed
to make chatbots understand users’ emotions and responses
suitably. For example, Bertero et al. (2016) [12] built a dataset
from TED-LIUM corpus [13] for real-time speech emotion
and sentiment recognition in interactive dialogue systems.
The data are in the form of audio and text, annotated with
six emotion categories: criticism, anxiety, anger, loneliness,
happiness, and sadness. Overall, the dataset contains 32,464
dialogue segments. Busso et al. (2008) [14], McKeown et al.
(2011) [15], and Poria et al. (2018) [16] proposed IEMOCAP,
SEMAINE, and MELD datasets, respectively. These datasets
contain visual, acoustic, and textual signals. In general, they
consist of various back-channel communication via facial
expressions and speech tones, but the text may not fully
represent contextual intents.

More recent works such as EmotionLines (Chen et al., 2018)
[7] and OpenSubtitles (Lison et al., 2019) [17] are conversation
datasets equipped with TV or movie transcripts translated from
voice to text. Specifically, each dialogue turn in the Emotion-
Lines corpus is labeled with an emotion based on its textual
content. The dialogues are collected from Friends TV scripts
and Facebook Messenger dialogues. One of seven emotions
(six Ekman’s basic emotions plus the neutral emotion) is
labeled on each utterance by Amazon MTurkers. Overall, a
total of 29,245 utterances from 2,000 dialogues are labeled in
EmotionLines. Besides, OpenSubtitles is composed of 3.7 mil-
lion subtitles in over 60 languages. The authors have made use
of a quality score determined using a neural network trained
on a sample of aligned sentence pairs, to filter out low-quality
utterances. Though these works intend to build the dialogue
datasets by improving the sentence quality and adding emotion
labels, they are still unable to fully model the interactions
occurring only via text. Meanwhile, A. Chatterjee et al. (2019)
introduced a purely text-based dataset, EmoContext [9]. Given
a textual dialogue along with two previous turns of context,
the goal is to infer the underlying emotion in the utterance
by choosing from four emotion classes: Happy; Sad; Angry;
and Others. To facilitate the participation in this task, textual
dialogues from user interaction with a chatbot are taken and
annotated with emotion classes.

To guarantee empathetic responses, Rashkin et al. (2019)
presented EmpatheticDialogues dataset [10], inclusive of
24,856 human-human conversations to train and evaluate di-
alogue systems to enable them to converse in an empathetic
manner. Each conversation is based on a scenario related to
one of 32 given emotions. In the stage of data collection,
the conversations were generated by 810 Amazon MTurkers
using the ParlAI platform [18]. Since a conversation model
trained for empathetic responding needs to deal with the
less frequently chosen labels, the workers were forced to
select an emotion label of the three least-chosen labels to
ensure balanced emotion coverage. Overall, almost all the
conversations are empathetic, purely textual, and without any
toxic response. Extending the above, Welivita et al. (2020) [11]
developed a taxonomy of empathetic listener intents by ana-
lyzing the EmpatheticDialogues dataset. They automatically
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labeled all speaker and listener utterances of the Empathet-
icDialogues dataset. In total, 32 types of emotion categories
and 9 response intents were used to annotate the conversation
messages. Lastly, the results validate that the taxonomy can
be utilized to develop empathetic chatbots to achieve more
interpretability in the generated responses. However, due to
the limited size of this dataset, it is difficult to use it to
train neural chatbots that could generate robust empathetic
responses. Also, to the best of our knowledge, a dataset
that specifically portrays conversations between speakers who
are emotionally distressed and listeners who actively offer
emotional support to them is lacking in the literature. This
type of conversations could be available as recorded therapy
sessions between mentally distressed patients and therapists.
However, they are not available to the public due to privacy
reasons. Our aim here is to curate such a dataset, which is
both large-scale and contains emotional support that could
potentially be used to train a therapeutic neural chatbot.

III. METHODOLOGY

As shown in Figure 1, our data curation pipeline consists
of four main stages: 1) web scraping; 2) conversation forma-
tion; 3) preprocessing; and 4) exploratory data analysis. The
sections below describe these steps in detail.

A. Web Scraping

Nowadays, social media platforms incorporate countless
textual dialogues. For example, in 2020 Facebook has approxi-
mately 1.73 billion daily active users who visit the networking
site for communication [19]. At the same time, Twitter has
roughly 180 million active users interacting daily [20]. These
social media platforms contain a massive number of conversa-
tions generated by users. Still, they have changed permissive
data access provisions due to major scandals around data
privacy ethics that occurred in recent years [21]. Consequently,
the ability to collect timely data and reproduce findings has
been curtailed.

Although the popular social media restrict people from
accessing their data completely, some online communities such
as Wikipedia, GitHub, and Reddit still continue to offer open
application programming interfaces (APIs) and data dumps,
which are valuable for researchers. Specially, Reddit consists
of millions of subreddits, hundreds of millions of users, and
hundreds of billions of comments, which are all accessible to
people. Because of its abundance and variety, we chose Reddit
to specifically gather conversations that provide support for
people in emotional distress.

To curate dialogues containing emotional support for people
in distress, we need conversations between speakers showing
mental distress and listeners showing empathy and emotional
support towards the speakers. In this regard, we choose 8
subreddits where such conversations were present: depression;
depressed; Off My Chest; SuicideWatch; Depression Help; sad;
Anxiety Help; and Mental Health Support. All of the subreddits
provide abundant text data unveiling the conversations between
authors of Reddit posts (speakers) undergoing personal distress
and authors of comments (listeners) providing supportive

Fig. 2: Example of a data frame after transforming the raw
data extracted from Reddit.

remarks. Besides, the comments integrate real, personal un-
derstanding of a speaker’s feeling as encouragements.

Of many open APIs, we utilized Pushshift’s APIs [22] to
collect and process the text data from various subreddits con-
taining conversations related to emotional distress. Practically,
Pushshift is easier to query and retrieve a large quantity of his-
torical data without strict limitations. For instance, it has a size
limit five times greater than the Reddit official APIs, limiting
only 100 objects per usage. Additionally, Pushshift makes all
the submissions and comments from 2005 to 2019 available.
If we parsed all its data, the dataset would be composed of
651,778,198 submissions and 5,601,331,385 comments posted
on 2,888,885 subreddits.

B. Extracting Conversations

The data scraped using the Pushshift APIs comes in the form
of JSON data. To facilitate further analysis, we transformed the
data into data frames. An example of a data frame is depicted
in Figure 2.

Following the transformation, the conversations could be
classified into dyadic and multiparty conversations separately.
Dyadic conversations were built by extracting a post and its
first comment thread, and the conversations were restricted
to the post authors and the authors of the first comment.
Multiparty dialogues were built by extracting a post and its
longest comment thread, including all the authors involved in
the conversation. Figures 3 and 4 show an example of how
dyadic and multiparty conversations were extracted. Note that
in these figures the speaker turns are highlighted in red while
the listeners turns are highlighted in blue.

C. Preprocessing

We transformed the raw text data into a more cleaned
format by detecting and removing the HTML tags, and URLs,
and replacing the numerals with a special tag <NUM>.
However, various punctuation marks, emoticons, and emojis
were preserved since they can be used as indicators to identify
users’ feelings.

Profane words also have a direct impact on human emotions.
They are a spontaneous reflection of intense emotional states
such as anger, fear, or passion. They are unequaled in their
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Fig. 3: Example of a Reddit dyadic dialogue containing
three dialogue turns. Only two users are enagaged in the
conversation.

Fig. 4: Example of a Reddit multiparty dialogues containing
four dialogue turns. Multiple users are engaged in the conver-
sation.

capacity to inflict emotional pain and incite violent disagree-
ment. In short, bad words are negatively powerful, specially
imposing a risk of severely harming those who are mentally
fragile.

To mitigate the aggressiveness, it is important to remove
profanity from the comment threads. Moreover, since our
goal is to curate a dataset to build an empathy-oriented
chatbot, getting rid of profanity becomes apparent. To fulfill
this need, we applied profanity-check [23], a fast and
robust library to detect offensive language. Instead of using
hard-coded lists of profane words, it makes use of linear
Support Vector Machine [24] trained on 200k human-labeled
samples of clean and profane text. It is simple but surpris-
ingly effective to generalize profanity checking. Also, when
exploiting profanity-check on a text message, it returns
the probability of predicting profanity. Thus, we could set up
a threshold to classify the message as profane or not. In our
case, we manually set the threshold to be as high as 0.95
because the users sometimes express their feeling aggressively
but with no mean intention. This threshold was determined
after a thorough inspection of the profane text returned at
different thresholds. Above this threshold, the message in a

dialogue turn is classified as cussing, and the entire dialogue
turn, along with the turns that follow, were removed from the
conversation to maintain consistency.

D. Exploratory Data Analysis
Exploratory data analysis helps to discover patterns from

data via summary statistics and graphical representations.
Here, we focus on analysing the RED conversations. In par-
ticular, we mainly analysed the distribution of dialogues and
their turns with respect to each subreddit. Then, we constructed
tables to showcase the descriptive statistics.

Next, we conducted sentiment analysis separately on
speaker and listener turns in our dialogue dataset and visu-
alized their distribution. We hypothesized that the listeners
should express more positiveness than the speakers since they
are offering support to the speakers to uplift the mood. To
confirm our hypothesis, we applied Vader [25], a lexicon
and rule-based sentiment analysis tool specifically attuned
to sentiments expressed in social media. Given a textual
message, Vader is capable of classifying it to one of three
classes: positiveness; negativeness; or neutrality. Particularly,
Vader provides the compound score computed by summing the
valence scores of each word in the lexicon, adjusted according
to the rules, and then normalized to be between -1 (most
extreme negative) and +1 (most extreme positive). Then, by
tuning the threshold, this useful metric can be exploited to
obtain a single uni-dimensional measure of sentiment for a
given sentence.

On top of that, we conducted emotion and intent analysis
on speaker and listener turns in the RED dataset, separately.
We used the EmoBERT classifier [11] trained on the Empa-
theticDialogues dataset for this purpose. EmoBERT is a BERT
[26] based emotion classifier, which predicts the emotion or
intent of a particular dialogue turn. Its structure is composed of
a representation network based on BERT and a classification
network. During training, the weights inside the representation
network are initialized from the pre-trained language model,
RoBERTA [27]. Then, the model is fine-tuned on the situation
descriptions from Empathetic Dialogues Dataset [10] labeled
with 32 emotions and listener utterances tagged with 9 em-
pathetic response intents. The model is trained on a total of
25,023 sentences, validated using a validation set containing
3,544 sentences, and tested using a testing set containing 3,225
sentences. It has a significant accuracy of 65.88% on the
testing dataset.

IV. RESULTS

A. RED dataset
In general, the resultant RED dataset contains approximately

1.9 million conversations, with 1.3 million dyadic dialogues
and 0.6 million multiparty dialogues. On average, there are
roughly 4 turns inside a conversation. The speakers tend to
convey negative attitudes while the listeners are inclined to
express more positiveness. Nonetheless, as we could observe
during emotion prediction, the speakers and listeners could
possibly communicate in both pessimistic and optimistic tone.
Figure 5 and 6 showcase examples of dyadic and multiparty
conversations present in the RED dataset.



5

Fig. 5: Example of a dyadic dialogue in the RED dataset
annotated with sentiment and emotion labels.

Fig. 6: Example of a multi-party dialogue in the RED dataset
annotated with sentiment and emotion labels.

B. Profanity Detection

Figure 7 shows the distribution of speaker and listener
turns that are detected as profane in each subreddit. We
could see that profane words are mostly contained inside
popular subreddits such as depression, Off My Chest, and
SuicideWatch. In particular, the speaker turns contain far more
profane words than the listeners turns. In the final dataset,
we retained the profane speaker turns and only removed the
profane listener turns since the chatbot could potentially use
the profanity present in the speaker turns to understand the
intensity of speaker’s emotion.

C. Descriptive Statistics

Succeeding removing offensive language from the conver-
sations, further analysis on the RED dataset revealed more
characteristics of dialogues belonging to each subreddit. Sta-
tistical analysis on the dataset releaved the following.

1) Total number of dyadic and multiparty conversations
per subreddit: Figure 8 shows the distribution of the number
of dyadic and multiparty dialogs across subreddits. The
subreddits depression, Off My Chest, and SuicideWatch
contribute conversations mostly to the RED dataset. All the
three subreddits consist of much more dyadic dialogues than

(a) Dyadic (b) Multiparty

Fig. 7: Distribution of profane speaker and listener turns across
subreddits.

multiparty ones.

Fig. 8: Distribution of the number of dyadic and multiparty
dialogs across subreddits.

2) Total number of dialogue turns per subreddit:
Similar to the comparison of the number of dialogs,
Figure 9 shows the distribution of dialog turns in dyadic
and multiparty conversations in each subreddit. The three
subreddits depression, Off My Chest, and SuicideWatch have
considerably more turns than the rest. Despite the majority
of dyadic conversations present in the dataset, the multiparty
conversations contribute more turns than the dyadic ones.

3) Turn Distribution: The distribution of dialogue turns in
the dataset reveals the level of engagement between speakers
and listeners. Figure 10 shows the distribution of dialogue
turns in the entire dataset. It implies that most conversations
are dyadic and end up in two turns. However, taking the sad
subreddit as an example, in Figure 11 we show that there
are few lengthy conversations taking place in all subreddits.
In some cases the dialogues span over 100 turns. We have
included visualizations of the turn distributions in other sub-
reddits as Appendix.

4) Summary: Tables I and Table II display the summary
of descriptive statistics of both dyadic and multiparty conver-
sations present in the entire dataset as well as in individual
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Fig. 9: Distribution of dialogues turns in dyadic and multiparty
conversations in each subreddit.

Fig. 10: Distribution of dialog turns in the RED dataset

(a) Dyadic (b) Multiparty

Fig. 11: Distribution of dialog turns in the sad Subreddit

subreddits. Note that when computing the number of tokens,
punctuation marks and emojis are also included, since they are
important indicators of predicting emotion.

D. Sentiment Analysis

In Figure 12, we summarize the results of sentiment analysis
conducted separately on speaker and listener turns in the
RED dataset. As a whole, the plots reasonably reflect that the
speaker sentiments are more negative while the listener senti-
ments are more positive. Thus, the dataset indeed corresponds
to the fact that the positivity and encouragement offered by
listeners can truly assist in uplifting the mood of people going
through negativity and distress.

(a) Dyadic (b) Multiparty

Fig. 12: Sentiment Distribution between Speakers and Listen-
ers

E. Emotion Detection

Figures 13 and 14 present the predicted emotion distribu-
tions of dyadic and multiparty dialogues. As per the results
obtained, in dyadic conversations, the speakers are likely to
express positive emotion, such as impressed, hopeful, and
encouraging as well as negative emotion, such as furious and
ashamed. Correspondingly, the listeners tend to convey both
positive and negative emotions the same way as the speakers.
In multiparty conversations, we could observe more afraid
and sad emotions being expressed compared to the dyadic
ones. Turn-wise analysis is further needed to derive at specific
conclusions.

V. DISCUSSION

We followed web scraping, conversation extraction, prepro-
cessing, and EDA steps to curate the RED dialogue dataset
consisting of two million dyadic and multi-party conversations.
We outlined the details of the above stages and the results
obtained through EDA. The EDA gives us a basic overview of
the entire dataset. We observed that most conversations come
from depression, Off My Chest and SuicideWatch subreddits.
Most conversations are dyadic with their length limited to two
turns. The sentiment analysis results clearly indicates that the
speakers mostly express negativity while the listeners mostly
respond back positively indicating support and encouragement.
The emotion prediction results showed that both speakers and
listeners tend to express positive as well as negative emotions
and also intents. However, turn-wise analysis is further needed
to derive specific conclusions on how the emotions and intents
evolve as the dialogues proceed.

There are some limitations in this work. The classifier used
to perform emotion analysis on the dataset is trained on short
text conversations from EmpatheticDialogues and has a limited
accuracy of 66%, which results in quite noisy emotion and
intent analysis on the resultant dataset. Since, dialogue turns in
Reddit are quite lengthy (on average 84.89 tokens per dyadic
dialogue turn and on average 50.52 tokens per multi-party
dialogue turn), different sections of the same turn may carry
different emotions or intents, and this requires an advanced
emotion and intent classifier to separately identify these parts
and separately predict an emotion or intent label for these
parts. Fine-tuning the emotion classfier on part of Reddit
data with manual annotations could also help in improving
performance.



7

Subreddit No. of Dialogs No. of Turns No. of Tokens Avg No. of Turns per
Dialog

Avg No. of Tokens
per Dialog

Avg No. of Tokens
per Turn

Entire 1,275,486 3,396,476 288,336,762 2.66 226.06 84.89
r/depression 510,035 1,396,044 106,967,833 2.74 209.73 76.62
r/depressed 10,892 23,804 1,940,000 2.19 178.11 81.50
r/offmychest 437,737 1,064,467 109,459,738 2.43 250.06 102.83
r/sad 18,827 42,293 3,088,562 2.25 164.05 73.03
r/SuicideWatch 262,469 791,737 59,267,000 3.02 225.81 74.86
r/depression help 23,678 51,849 5,412,390 2.19 228.58 104.39
r/Anxietyhelp 8,297 18,351 1,428,287 2.21 172.14 77.83
r/MentalHealthSupport 3,551 7,931 772,952 2.23 217.67 97.46

TABLE I: Descriptive statistics of dyadic conversations in the entire dataset as well as in each subreddit.

Subreddit No. of Dialogs No. of Turns No. of Tokens Avg No. of Turns per
Dialog

Avg No. of Tokens
per Dialog

Avg No. of Tokens
per Turn

Entire 584,427 3,863,841 195,187,799 6.61 333.98 50.52
r/depression 246,268 1,609,795 76,789,493 6.54 311.81 47.70
r/depressed 3,434 18,658 923,429 5.43 268.91 49.49
r/offmychest 196,566 1,232,645 69,483,975 6.27 353.49 56.37
r/sad 6,756 35,085 1,577,803 5.19 233.54 44.97
r/SuicideWatch 119,577 899,460 42,468,629 7.52 355.16 47.22
r/depression help 7,758 45,446 2,791,784 5.86 359.86 61.43
r/Anxietyhelp 2,990 16,959 825,710 5.67 276.16 48.69
r/MentalHealthSupport 1,078 5,793 326,976 5.37 303.32 56.44

TABLE II: Descriptive statistics of multi-party conversations in the entire dataset as well as in each subreddit.

(a) Speakers (b) Listeners

Fig. 13: Emotion Prediction in Dyadic Dialogues

(a) Speakers (b) Listeners

Fig. 14: Emotion Prediction in Multiparty Dialogues

As future work, we can further extend the dataset by
extracting more dialogues from the scraped Reddit data. Due
to resource limitations, in each post submission, we merely
picked the first comment thread to extract dyadic conversations
and the longest comment thread to extract multiparty dia-
logues. Therefore, it has more room for extension. In addition,
dialogues from other forms of social media such as Quora
and Tumblr, which also provide open APIs for parsing their
content, can be incorporated into the dataset. Thus, the dataset
can be more diversified to enable the trained chatbot to handle
a variety of scenarios. Finally, this dataset containing two
million dyadic and multi-party dialogues could be readily

utilized to train neural chatbots that could offer empathetic
support to people in distress.

VI. CONCLUSION

In the paper, we proposed the RED (Reddit Emotional
Distress) dataset containing two million conversations related
to mental distress and emotional support extracted from
several carefully chosen subreddits from the Reddit social
media platform. We outlined in detail the steps in curating
and analyzing the proposed dialogue dataset. The results of
exploratory data analysis unveiled the characteristics of the
RED dataset. The sentiment analysis results confirmed our
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hypothesis that the speakers tend of express more negativity
and the listeners tend to reply back with positivity offering
support and encouragement to the speakers.

Considering the future work, we put forth several sug-
gestions to improve our dataset. We plan to diversify our
dataset by accommodating more conversations from different
social media platforms. Furthermore, we discussed plans to
better predict and analyse the emotion-intent distribution in
the dataset. Altogether, our proposed dataset has the potential
to be used for training a robust chatbot, which is capable of
providing emotional support for people in distress.
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VIII. APPENDIX

In Turn Distribution subsection, the distribution in the Sad
subreddit is shown. Here, to get the whole picture from all
the subreddits, their turn distributions are presented (Figure
11, 18, 19, 15, 16, 17, 20, 21).

(a) Dyadic

(b) Multiparty

Fig. 15: Turn Distribution in Depression Subreddit
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(a) Dyadic

(b) Multiparty

Fig. 16: Turn Distribution in OffMyChest Subreddit

(a) Dyadic

(b) Multiparty

Fig. 17: Turn Distribution in SuicideWatch Subreddit

(a) Dyadic (b) Multiparty

Fig. 18: Turn Distribution in Depression Help Subreddit

(a) Dyadic (b) Multiparty

Fig. 19: Turn Distribution in Depressed Subreddit

(a) Dyadic (b) Multiparty

Fig. 20: Turn Distribution in AnxietyHelp Subreddit

(a) Dyadic (b) Multiparty

Fig. 21: Turn Distribution in MentalHealthSupport Subreddit


