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Projects in Computer Vision for Coral Reef Monitoring

At ECEO, we are developing a new method for monitoring coral reefs from underwater
videos. Videos from coral reef sites collected as part of the Transnational Red Sea
Center’s expeditions in Israel, Jordan, and Djibouti. The videos are analyzed using
frame-wise semantic segmentation, and simultaneous localization and mapping (SLAM)
is used to create 3D point clouds from reef sites visited, where each point has both
its RGB color and its semantic class (e.g. Rock, Sand, Live Coral, Dead Coral, etc.)
attached.

The ease with which such videos can be collected promises to increase the scalability
of coral reef monitoring methods by an order of magnitude - provided the analysis of
the point clouds can be reliably automated. There are a number of projects for students
available in the machine learning / computer vision domain in the line of this project:

Project Idea 1: Correspondence Search in 3D Point Clouds

To make the 3D point clouds efficient for coral monitoring purposes, multiple 3D point
clouds of the same area should be comparable. As the method for generating point
clouds from the videos is noisy, finding correspondences within the point clouds is chal-
lenging, as there is no single rigid transformation that overlays two point clouds (see
example picture below).

The project aims at establishing a baseline for ortho-projected 2D image matching us-
ing conventional methods like SIFT [6], and comparing this baseline to more involved
methods.

More involved methods could make use of the 3D geometry at hand (e.g. using estab-
lished point cloud matching methods [4]), as well as the semantic class information. One
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idea could be to use neural networks to learn 3D correspondences in a self-supervised
manner [3, 8]. This project is aimed at students that are proficient in Python, experienced
with deep learning and PyTorch. Background knowledge in 3D geometry processing or
2D image matching is certainly beneficial.

Project Idea 2: Semantic Segmentation

In this project, the goal is to develop the best possible setup for determining the benthic
classes of interest from the video frames. For this, a dataset of annotated image frames
has been created, with a held-out test-set that allows benchmarking varying setups for
training neural networks.

One possible direction would be to use the Segment Anything Model [5] to transform
publicly available datasets of sparse annotations [2] into dense semantic segmentation
labels, aiming to improve upon existing approaches based on super-pixels [1, 7].

This project is aimed at students that are proficient in Python, and have some back-
ground in machine learning. Experience with deep learning and PyTorch is beneficial.
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