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ChatGPT is a 
Langage Model

What are language 
models?
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▪ Language models estimate which words (in a fixed vocabulary) can 
follow an existing sequence of words 

▪ They compute a probability distribution for the possible next word 

▪ After a separate algorithm selects what the next word should be, that 
word can be appended to the sequence to repeat the process

Language Models 3

Antoine is giving a presentation at the _____

Antoine is giving a presentation at the Education _____
Antoine is giving a presentation at the Education Workshop _____
Antoine is giving a presentation at the Education Workshop .



▪ 10 years ago: Language models use 
word counts in large document 
dumps to estimate word probabilities 

▪ Used to improve speech 
recognition and machine 
translation systems 

▪ Other NLP systems ignore 
language models  

▪ Most NLP systems are not 
reliable enough for practical 
deployment

Language Models: 
A short history
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▪ Most NLP systems are not 
reliable enough for practical 
deployment
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▪ 5 years ago: First effective 
language models using neural 
networks and deep learning 

▪ GPT, precursor to ChatGPT, 
and BERT released in 2018 

▪ Most NLP systems now use 
language models as a 
starting point 

▪ NLP systems can be trained 
to do single tasks



Today: 
What changed?
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▪ Advances in hardware and 
algorithms allow researchers to 
train larger language models 

▪ Growth: ~5000x increases in 
model size from 2018 to 2022

Language models 
got a lot bigger!
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https://huggingface.co/blog/large-language-models
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▪ Advances in hardware and 
algorithms allow researchers to 
train larger language models 

▪ Growth: ~5000x increases in 
model size from 2018 to 2022 

▪ Comparison: human cerebral 
cortex contains ~1000x more 
neurons than that of mice 

▪ Larger language models also 
need much more data to learn

Language models 
got a lot bigger!
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▪ To learn, language models read massive amounts of text on the internet 

▪ While reading the web, the model: 

▪ Learns information about the world 

▪ EPFL is located in Switzerland 

▪ Observes human “tasks” in web data 

▪ answer a question 
▪ summarise a paragraph 
▪ translate a sentence 

▪ Result: the model memorises information and learns the tasks humans 
typically accomplish using text

Large-scale Models 
need Web-scale Data
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https://en.wikipedia.org/wiki/EPFL



▪ Now: Language models perform 
many tasks adequately  

▪ They can be presented to users — 
thousands of interactions with 
human experts are collected 

▪ Result: Language models learn how 
to present information to users when 
prompted to complete a task 

▪ Every human use case is modeled 
as a conversation with the AI

Learning from 
Humans
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https://openai.com/blog/chatgpt/



Why does ChatGPT 
seem so great?
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▪ Modern language models 
read large portions of the 
web to learn language 

▪ Effect: They memorise 
considerable amounts of 
factual knowledge 

▪ This knowledge can be 
deployed if needed for a task 
requested by a human

An Encyclopedia 
on Demand
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Personalisation 13

▪ Learning from human interactions 
teaches the model how users 
may want responses 

▪ Result: The model flexibly 
provides responses given 
different constraints



What are ChatGPT’s 
shortcomings?
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▪ Language models have 
no understanding of 
True vs. False  

▪ Everything is probability: 
Likely vs. Unlikely 

▪ Language models will 
invent facts if they 
sound plausible

Fact vs. Fiction 15
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▪ Any content that language models 
memorise when reading the web 

▪ Problem: What information do we 
not want the model to memorise? 

▪ Private information 
▪ Copyrighted content 
▪ Toxic content 
▪ Stereotypes 
▪ Disinformation 

▪ This content is just as easily 
learnable as “safe” information
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GPT-2

East Stroudsburg Stroudsburg...

Prefix

---  Corporation Seabank Centre
------ Marine Parade Southport
Peter W--------- 
-----------@---.------------.com
+-- 7 5--- 40-- 
Fax: +-- 7 5--- 0--0

Memorized text
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https://arxiv.org/abs/2012.07805

What content 
sounds plausible?



▪ Problem: Models must be trained 
on very large datasets that are 
difficult to curate 

▪ Garbage in, garbage out: If models 
are trained on data that reflects 
unwanted perspectives of humanity, 
they will reflect those back to us

What do models 
learn?
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What societal 
challenges result?
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▪ Generative AI models memorise 
knowledge about the world by 
reading text, processing images 
▪ private user information 
▪ copyrighted information 

▪ Models will replicate this content 
given the right input  

▪ Landmark Court Cases 
▪ Image generation 
▪ Source code generation

Data Ownership 19
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▪ AI systems do not perform 
identically across different 
demographic groups 

▪ Face recognition: 
• Systems struggle more with 

non-white, non-male subjects 

▪ Natural language: 
• Associations learned about 

certain demographic groups 
are more negative and toxic

Bias 20

http://gendershades.org/

https://aclanthology.org/D19-1339/
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▪ Technical challenge:  
Models invent facts if they 
seem plausible according to 
the model 

▪ Societal Challenges:  
Experts recognise errors; 
non-experts do not 
 
Malicious actors will use AI to 
turbocharge operations

Misinformation & 
Disinformation
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https://cset.georgetown.edu/publication/truth-lies-and-automation/
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▪ Provenance:  
Large-scale language models are 
developed by a limited number of 
companies, but applied broadly  

▪ Effects: 
Single failure point for all 
applications build on top of  
these systems 

▪ Languages: 
Models perform better and cost 
less in languages well-represented 
in the training data (often, English)

Homogenisation 22



Looking forward:
What’s next?

23

A
nt

oi
ne

 B
os

se
lu

t



▪ Recall: Second ingredient that 
enabled ChatGPT was interaction 
with human experts  

▪ Looking Forward: All user 
interactions with ChatGPT and 
other AI systems collected 

▪ New versions of AI models will 
continue to be released to 
improve technical capabilities

More Human 
Interaction

24

A
nt

oi
ne

 B
os

se
lu

t 



Direct Access to 
Human Content
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https://openai.com/blog/chatgpt-plugins



▪ Recall: Language models process text 

▪ They do not integrate non-text data types, 
such as images, videos, diagrams, etc. 

▪ Looking Forward: AI Systems that 
combine signals — e.g., text, vision, and 
speech waveforms — in a single model 

▪ Deepmind Flamingo behaves as 
ChatGPT for text-image models  

▪ OpenAI GPT-4V understands visual 
content

Learning from 
Diverse Signals
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https://www.deepmind.com/blog/tackling-multiple-tasks-with-a-single-visual-language-model
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▪ Because of its scale, its training on of large amounts of web data, and its 
interactions with humans, Generative AI can be prompted to perform a variety 
of tasks with an intuitive interface — you just talk to it! 

▪ Many shortcomings: understanding truth, learning human values, memorising 
protected content, interacting in diverse languages, etc. 

▪ Many large tech companies are going all-in on language models  
▪ Capabilities will continue to be improved (tools, multimodality) 
▪ Applications will have higher stakes (decision-making) 
▪ Functionality will become more opaque (GPT-4) 
▪ Access will become more homogenised and centralised  (APIs) 
▪ Problems will remain (e.g., privacy, bias, truth, energy, values)

Key Takeaways 27
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▪ Prepare for the eventuality that generative AI will transform society 

▪ At EPFL, we are already grappling with how to integrate these systems as 
learning opportunities 
▪ Students use them, which changes how they learn 
▪ Short-term: Adapting the way we teach and evaluate 
▪ Long-term: Training students to build and understand generative AI 

▪ Similar transformations will be necessary in most other industries 

▪ To understand these transformations and deploy these systems responsibly 
in Swiss society, we need an ecosystem to design and study them here

The next few years 
will be crucial
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